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A silicon strip vertex detector consisting of 36 modules has been built and operated in the Mark II solenoidal detector at the 
Stanford Linear Collider. The construction of the detector modules, their performance tests, the stability and accuracy of their 
placement, and the precision alignment of the complete device prior to and after installation are discussed. We also describe the 
operation of the vertex detector, and we discuss the measurement of impact parameters of charged particle tracks in conjunction 
with the Mark II wire drift chambers. 

1. Design concepts for the vertex detector 

1.1. hztroduction 

In recent  years, experiments  at the e+e  - storage 
rings PEP, PETRA,  DORIS,  and CESR have demon-  
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strated that vertex detectors with moderate  resolution 
(50-120 ~m)  can substantially enhance  the detection 
efficiency and signal-to-noise ratio for the decays of 
heavy leptons and  heavy flavor hadrons.  To date, the 
only measuremen t s  of the lifetime of  the r +- lepton 
and the average lifetime, of B hadrons have been per- 
formed with drift  chambers operat ing at these storage 
rings. Following the successful employment  of silicon 
microstrip detectors  as vertex detectors in fixed target 
experiments [1], and the development  of custom VLSI 
readout electronics [2,3], we proposed in 1985 to build 
a silicon strip vertex detector for the Mark II experi- 
ment [4] at the Stanford Linear Collider. The goal was 
to provide a few high precision ooint measurements  as 
close to the b e a m - b e a m  interaction point as practical 
and thereby complcmcnt  the angle and momentum 
mcasurcmcnts  in thc central drift chamber  (CDC) [5]. 
With an expected position resolution of about 5 la.m 
per point, the addit ion of a silicon vertex detector was 
expected to improve, for high m o m e n t u m  charged par- 
ticlcs, the resolution in the impact parameter  relative 
to the b e a m - b e a m  interaction point by more than a 
factor of 10. In addition, the fine granularity of thc 
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silicon strip detectors would provide the ability to 
resolve tracks that are separated by as little as 5 mrad 
and to thereby reduce errors in track recognition. 

The primary motivation for the construction of a 
high resolution vertex detector at the Stanffwd Linear 
CoUider (SLC) was its potential to tag the presence of 
heavy flavor hadmns in the decay of the Z u resonance. 
The ability to identify decays of particles with lifetimes 
in the range 10 -ta to 10 -I"a, both inclusively and 
exclusively, permits access to a wide range of funda- 
mental physics questions, such as the test of the cou- 
pling of the charged and neutral weak current to 
charm and beauty quarks via the measurement of the 
lifetimes of charm and beauty hadrons or via measure- 
ments of the branching ratios of the Z t~ to C'c and bb. 
Furthermore, the sensitivity to new particles such as 
the Higgs that are expected to decay to heavy leptons 
or quarks is substantially increased by the detection of 
secondary vertices. 

The potential for vertex detection was greatly en- 
hanced by three unique features ~hat a single pass 
eoUider, such as the SLC, could offer: 
- a beam-beam interaction volume of less than 10 I~m 

in diameter and 1.5 mm in length that could allow 
for a precise location of the primary vertex; 

- a vacuum pipe of 5 cm or less in diameter that 
permitted the placement of a detector within a ra- 
dial distance of 3 cm from the beam line; this 
substantially enhanced the impact parameter resolu- 
tion and also reduced the total area of the detector 
needed to cover a given solid angle; and 

- a beam crossing frequency of 120 Hz that allowed 
for a small duty cycle and therefore low average 
power consumption of the readout electronics. 
In this article, the design, construction, and installa- 

tion of the three layer silicon strip detector for the 
Mark II experiment will be described. This will include 
a discussion of the design goals and cot~straints, the 
performance tests of the detect,~r modules, measure- 
ments of radiation hardness as well as methods for 
precision alignment of the completed device prior to 
and after installation. We also present results on the 
operation of the vertex detector inside the Mark II 
solenoidal detector, in particular the measurement of 
the impact parameters of charged particle tracks in 
conjunction with external wire drift chambers. 

1.2. Design constraints and goals 

The silicon strip vertex detector (SSVD) was pro- 
posed for the Mark II experiment at the same time as 
and constructed in parallel to the jet-cell vertex drift 
chamber (VDC) [6,7]. Both devices were designed to 
complement each other and to provide the best possi- 
ble measurement of the impact parameters of charged 
tracks. The precision drift chamber was to provide 32 
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Fig. !. Calculated impact parameter resolution, o" b, as a 
function of the momentum of tracks produced at 90 ° to the 

beam axis. 

measurements per track and a long lever arm for 
pattern recognition resulting in a precise measurement 
of the azimuthal angle. The silicon vertex detector was 
to measure a few points with very high precision close 
to the beam and to resolve two tracks down to a 
separation of 5 mrad. Fig. 1 shows the expected impact 
parameter resolution as a function or the charged 
particle track momentum• The curve is a calculatiox 
taking into account the expected position resolution of 
the three tracking devices (170 ~m for the CDC, 40 
lxm for the VDC, and 5 I~m for a 3-layer silicon strip 
detector) and the contribution from multiple scattering 
in the vacuum pipe and the detectors. The calculation 
assumed perfect track reconstruction and a priori 
knowledge of the beam-beam interaction point. Un- 
certainties in the detector alignment and beam motion, 
and errors in pattern recognition due to the high 
density of hits from tracks and beam background were 
expected to degrade the resolution. However, they 
would not have a severe impact on the physics poten- 
tial of the vertex detector system. 

In the following, the specific design goals for the 
SSVD as well as the constraints imposed by the sur- 
rounding VDC and other components of the Mark II 
detector [4] are discussed• 

1) Since tracks from the decays of heavy flavor 
particles have typical impact parameters between 100 
and 300 Ixm, a high efficiency for the detection of their 
decays and a high purity of the selected sample re- 
quired a resolution in the impact parameter on the 
order of 20 ~m for particle momenta cff ,a few GeV/,- . . . . . . . . . . . . . . . . . . . . .  • t ~ .  

2) The SSVD had to fit into an annulus defined by 
the inner wall of the VDC at 44 mm and the outer 
radius of the central, thin-walled section of the vacuum 
pipe at 26 mm. The inner radius of the vacuum pipe 
was defined by the radial extent of the synchrotron 
radiation background generated in the final focus 
quadrupoles. This severe space limitation ruled out the 
use of conventional electronics. The amplifier and 
readout electronics had to be fabricated in VLSI tech- 
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nology and were custom-designed. Multiplexed readout 
as well as miniaturized signal fan-outs and cables were 
necessary to fit the cable plant into the extremely 
limited space. 

3) The solid angle coverage had to correspond to 
that of the VDC and the CDC, about 80~ of 4rr. in 
practice, the solid angle coverage was determined by 
the maximum detector length that could be cut from 
the largest high purity silicon wafer available, i.e., 10 
cm in diameter.  

4) The amount of material in the active region of 
the detector was to be minimized to reduce multiple 
scattering, conversions of photons, and interactions of 
particles originating both from Z ° decays as well as 
from beam generated background. 

5) In the presence of dense jets and sizable beam 
background, multiple layers and a high detection effi- 
ciency per layer were required to provide redundancy 
and thereby suppress tracking errors. With measure- 
ments in two or more layers, track angles could be 
determined to allow for the matching with track ele- 
ments in the vertex and central drift chambers. Given 
that it would be difficult to avoid gaps between detec- 
tors in a given layer, and the fact that there was not 
sufficient radial space to overIa9 detector edges within 
a layer, this meant that the number of layers had to be 
three. The third layer would also provide constraints 
necessary for the relative alignment of the individual 
detectors based on particle tracks. 

6) Though it was desirable to improvc the rather 
limited resolution of the CDC in the z coordinate 
parallel to the beam, the silicon detector was designcd 
to measure only the azimuthal anglc ~b at a given 
radius. For a first generation silicon detector at a 
colliding bcam machine it was thought to bc prudent 
not to at tempt two-dimensional detector design and 
readout. 

7) To assure the correct matching of  track elements 
in jet-like events produced in Z" decays, the SSVD had 
to have the ability to separate tracks that were sepa- 
rated by as little as 5 mrad in azimuth. At the inner 
radius of the SSVD, this meant that two-track separa- 
tion down to 15(I p.m was m:cded, a performance that 
had already been achieved in a beam test [8]. 

8) The excellent intrinsic resolution of the detectors 
placed stringent demands on the alignment and rigidity 
of the support structure. The detector modules had to 
be placed with an accuracy of 50 pm and had to be 
stable to a few I~m over many weeks of operation. The 
exact location of the individual detector modules had 
to be determined to an accuracy that was considerably 
better than the detector resolution. 

9) The detector and the associated electronics had 
to be able to withstand the radiation produced by the 
SLC beams. Even though the annual dosage for normal 
operation was estimated to be very low, roughly 20 tad, 
background calculations were known to be unreliable, 
in particular for a machine of completely novel design. 
Also, background rates generated during the commis- 
sioning of a new accelerator were likely to exceed 
those during normal operation. It was therefore pru- 
dent to aim at a system that would be resistant to 
radiation levels that were higher than the estimates by 
2-3 orders of magnitude. 

In summary, the construction of the silicon strip 
vertex detector for the Mark II detector rcquired the 
design and fabrication of a) single sided detectors with 
strip lengths of up to 9 cm and a position resolution of 
10 i~m or better, b) custom-designed integrated ampli- 
fier and readout circuits with a radiation hardness of 
20 krad, c) miniaturized signal fanouts and cables, d) a 
stable support structure and c) the developmcnt of 
precision techniques for the alignment of a multilayer 
detector in three dimensions. 
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Fig. 2. Schematic layout of the silicon strip vertex detector with the vacuum pipe on the inside and the vertex drift chamber on the 
outside. 
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1.3, Detector h~),ottt 

A brief description of the SSVD is given hcrc as an 
introduction to the more detailed description ot' the 
design and fabrication that t'ollows. The basic layout of 
the SSVD is shown schcmaticaUy in fig. 2. There wcrc 
3 hqters with 12 detectors each, and 512 strips per 
detector, resulting in a total of 18432 strips. The strips 
were parallel to the axis of the beam, thus the detec- 
tors measured positions in the plane transverse to the 
beam, the x - y  or r - 4} plane. The detector relied on 
the central drift chamber to provide momentum and z 
measurements. The length and width, of the detectors 
increased from layer to layer so as to maintain a simple 
geometry and to achieve an azimuthal coverage of 85% 
of 2at for cach of the three layers. This was realized by 
choosing strip pitches of 25, 29, and 33 Ixm for the 
three layers. In each layer, a single detector spanned a 
polar angle range comparable to the large central 
tracking chamber, namely I cos ~bl < 0.77. This simpli- 
fied the implementation of the design and was made 
possible by the fabrication of detectors on 10 cm diam- 
eter silicon wafers [9]. 

The detectors were read out from both ends by two 
pairs of custom-designed VLSI chips with 128 channels 
each, the so-called "Microplex" [2,3]. Alternate strips 
at each end were wirebonded to the Microplex chips 
that received power and timing signals from adjacent 
hybrid circuits. A single thin cable connected the two 
ends and the hybrids with the external microprocessor- 
controlled data acquisition system. The hybrid circuits 
and the Microplex chips were placed outside the active 
area of the detectors and therefore did not contribute 
to the multiple scattering. 

The individual detectors wcre assembled in modulcs 
that were designed to operate as independent units 
with their own power supply and readout. The modules 
were inserted into two half-cylindrical support struc- 
tures that were mounted on the central section of the 
vacuum pipe at the SLC interaction point. To monitor 
the position of the SSVD relative to the surrounding 
vertex drift chamber, capacitive probe:, were placed on 
the outside enclosure of the SSVD, outside the active 
area of the detector. 

2. The silicon strip detector 

2. I. Detector design and dimensions 

Ion implanted silicon strip detectors for use in high 
energy physics wcre first developed by Kemmer [10] 
and are now commercially available. These detectors 
are made from high purity monocrystal silicon. They 
consist of a large number of reversed bias microstrip 
diode junctions formed in a substrate of n-type silicon 

Table I 
Properties of the silicon strip detectors 

Detector Layer i 
property 

Layer 11 Layer !!! Units 

Layer radius 2q ; 
Strip pitch 25 
Strip width 8 
Number of strips 512 
Detector size 13.8 x 74.8 
Sensitive area 12.9 × 72.0 
Thickness 314 
Capacitance 

to other strips 8.2 
Capacitance 

to back plane (1.6 

33.7 38.{} mm 
20 35 0.m 
8 8 ixm 
512 512 
15.8x85.1 17.9x93.5 mm 2 
14.9 X 82.{} 17.0 X 90.0 nun" 
314 314 ~m 

8.8 9.3 pF 

0.8 1.0 pF 

with dopant concentrations of about 1012/cm3. The 
bulk material is sandwiched between a thin layer of 
highly doped n-type silicon on the bottom and strips of 
p+ implants with aluminium contacts on the top. A 
positive voltage is applied to a metal electrode covering 
the n + implant on the bottom. The top surface of the 
detectors is resin-coated for protection. Electron-hole 
pairs created by ionizing radiation are separated by the 
electric field and the charges moving towards the con- 
ducting electrodes then generate an electrical signal. 

The detector dimensions and properties for the 
three layers are listed in table 1. The detectors were 
custom-designed, prototyped, and manufactured for 
this experiment by Hamamatsu Photonics KK of Japan 
and represented the first silicon strip detectors fabri- 
cated from 10 cm diameter wafers. Details of the 
layout of the readout section are shown in fig. 3. At 
ca.ch detector end, alternate strips were connected (dc 
coupled) to pads for wirebonding to the readout elec- 
tronics. Each pad was 150 lxm long and 100 Ixm wide. 
The bonding pads had a pitch of 200 l, tm and were 
arranged in four rows. For detectors with a strip pitch 

350 

9!i 

Total Detector Width 

i (32 x 4 Pads) 
6400 6400 

0011 ~ EIBO Guard 
Ring 

500 Active Width 450 

Fig. 3. Details of the readout portion of a silicon detector 
showing the bonding pads. signal fan-ins and guard ring. All 

dimensions are given in gm. 
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of more than 25 p.m, the signal lines were fanned in so 
as to have a common bonding pad configuration for all 
detectors. 

A p+ implant surrounding the active area of the 
detector served -~s a ~3uard ring and protected the 
aet,ve strips against leakage currents from the detector 
edges. The guard ring was set back from the physical 
edge of the detector by 450 p.m. In this design, the 
guard ring passed below the conducting traces which 
connected the strips to the bonding pads and then to 
the inputs of the front-end electronics. As a result, a 
fast signal on the guard ring could capacitively couple 
directly to all front-end amplifiers. An example of this 
effect is shown in fig. 4. The pedestal pattern was 
caused by the variation in the geometric overlap be- 
tween the guard ring and the signal lines crossing on 
the surface (see fig. 3). The problem was cured by 
connecting a high frequency capacitive filter to the 
guard ring. 

All detectors were expected to fully deplete at a 
bias voltage of 75 V or less. Limits on the initial 
leakage currents per strip were guaranteed by the 
manufacturer. For all but a few strips per detector, the 
leakage current  was specified to be less than 20 nA at 
l0 V above the full depletion voltage, and no more 
than two strips were to exceed 200 nA. 

0 ' _ _  r q  r - 1  , 

310 320 
Thickness (lain) 

. . . .  t 
(b) 

" M - 1  • = ' |  ! 

10 20 
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f ' . . . .  , . . . .  , . . . .  '<i 1 10 ~ e 
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Saw Cut Angle (prad) 
Fig. 5. Mechanical properties of the detectors: (a) the thick- 
ness, (b) the flatness, measured as the maximum deviation 
from a fitted plane and (c) the angle of the saw cut edges 

relative to the strips. 

2. 2. Mechanical  properties 

A number of measurements were performed to 
check the mechanical tolerances of the detectors that 
were delivered by the manufacturer. In particular, the 
detector thickness, flatness, and the alignment of the 
saw cut edges relative to the detector strips were 
checked. All of these measurements were performed 
using a measuring microscope with a precision of about 
4 p.m. The results are shown in fig. 5. 

2. 2.1. Detector thickness 
The detector thickness was measured at six points 

along the periphery. Within the measuring accuracy, all 

_.= 2000 

~. 2000 

- I I I I 11 
0 0 100 200 300 400 500 

Channel 
Fig. 4. Histogram of pedestals (in units of the ADC) versus 
strip number, for a detector (a) without and (b) with a 
capacitive bypass to ground. The pattern is generated by the 
variation of the capacitance between the guard ring and the 

signal fan-ins to the bonding pads. 

detectors were found to have uniform thickness over 
surface. However, for different detectors, the thickness 
varied between 309 and 327 p.m; the average thickness 
of all detectors was 314 l.tm. 

2. 2.2. Detector flatness 
The flaincss of the detectors was measured while 

they were supported at the ends on a set of gauge 
blocks. The coordinates for points on the detector 
surface were recorded. The data were fit to a plane 
and the maximum deviation from the fitted plane was 
used as a measure of the flatness. All detectors were 
found to be slightly bowed, with a deviation from 
flatness of 14.3 lxm on average. Roughly half of this 
bow could be explained as gravitational sag. The con- 
cern here was that an aplanarity would translate into a 
measurement error for tracks that have non-normal 
incidence. However, the observed effects were small 
and the observed shape allowed for a simple geometric 
correction. More importantly, the shape of the in- 
stalled detector was actually determined by the place- 
ment of the module in the support structure rather 
than by the initial detector shape. 

2.2.3. Saw cuts 
The individual detectors were cut from the silicon 

wafer with a diamond saw that was aligned to cut 
parallel to the strips on the detector. The accuracy of 
the placement of the cut was specified to be +0.25 
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mrad. Since we were planning to use the detector 
edges as reference during the assembly of the modules, 
we measured the alignment of the saw cuts with re- 
spect to the detector strips. For this measurement, one 
of the detector edges was placed against two reference 
pins on a jig, The orientation of the first detector strip 
was measured relative to the detector edge defined by 
the pins. The measurement was performed separately 
for both detector edges, and in general the results were 
found to be highly correlated, i.e. the two saw cuts 
were parallel to each other. On average, the uncer- 
tainty of the individual measurements was of the order 
of 0.05 mrad, largely due to the roughness of the saw 
cut. The average angle of the detector strips relative to 
the detector edges was 0.044 mrad. 

2.3. Depletion voltage 

To assure full charge collection, the operation of a 
silicon detector requires that the silicon be fully de- 
pleted. The depth of the depletion layer, W, increases 
with the reverse bias voltage, W at V~'d~ t . This relation 
holds until tile detector is fully depleted, i.e. W equals 
the thickness of the detector. Since the depletion depth 
is inversely proportional to the capacitance across the 
diode junction, it can be determined by measuring this 
capacitance as a function of the bias voltage. Fig. 6 
shows an example of a depletion voltage measurement 
and the circuit diagram that was used. The data were 
fit to a pair of straight lines, one of constant capaci- 
tance signifying full depletion, and the other with a 
slope, described by the function in Cd¢ ' = A + B In V~,. 
The value of Vd~ t at the intersection was by definition 

2.0 I I I I I--V-- - ~  10 k~2 - 
~ COET [--~-~ 

.~ 1.8 - ~ V N  o I ~ d ~ " ~  i - 

~- 1.6- L-~"*~V°uT - 

• 1.4 
o 
t -  
t~ 

"~o. ~ 0  1!.0.2 ~ V ? E p  - 

I I I . I I I I 
10 20 30 40 50 60 70 

Detector Bias Voltage (V) 
Fig. 6. Depletion voltage measurement for a 90 mm long 
detector: the strip-to-backplane capacitance is measured as a 
function of the bias voltage. The lines are explained in the 
text. The inserted circuit diagram illustrates the use of an 
operational amplifier for this measurement: a 100 kHz ac 
voltage is applied to the strips (Vwn) and the amplitude of the 
output voltage is recorded as a function of the detector bias 

voltage. 

thc depiction voltage. Thc procedure was calibrated 
with capacitances of known size. The values for the 
slopc B ranged from -0 .35  to -0.80, in fair agree- 
ment with the theoretical expectation of -0 .5 .  The 
measured capacitances had to bc corrected for the 
substantial contribution from the probe card pins. In 
some cases, the leakage current across the detector 
caused a significant drop in the bias voltage and this 
had to be taken into account. The uncertainty in the 
measurement of the depletion voltage was estimated to 
be 2-3  V, and the measurements were not very sensi- 
tive to temperature. All of the 76 detectors delivered 
by Hamamatsu KK depleted between 40 and 70 V, 
most of them around 45 V. There were significant 
variations for different batches of detectors produced: 
for instance, all 8 detectors with a measured depletion 
voltage above 55 V were part of the same batch. 

2.4. Leakage current and interstrip resistance 

The operation of the individual strip diodes was 
checked by a measurement of the leakage current and 
the resistance between neighboring strips. For the 
leakage current measurements, 64 detector strips at a 
time were individually grounded through two 250 kf l  
resistors in series, and the current was derived from 
the drop in voltage across one of the resistors as 
measured by a scanning DVM. Measurements were 
performed with the guard ring connected to ground for 
two different settings of the bias voltage, namely the 
depletion voltage and 10 V above this voltage. Eight 
setups were necessary to cover the 512 strips per detec- 
tor. The tests were performed in complete darkness so 
as to avoid the response of the diodes to light. The 
results, obtained at bias voltages 10 V above depletion, 
were quite remarkable: of the total of 76 detectors 
(38912 strips) only 12 (4) strips on 6 (4) different 
detectors showed a leakage current exceeding 200 nA, 
and 44 (10) strips on 8 (6) detectors exceeded 20 nA. 
The numbers in the parentheses refer to the results 
with two detector~ with I~rge leakage currents removed 
from th:~ sample. Most of the strips had leakage cur- 
rents on the order of 1 nA or less. One of the detectors 
had a small number of strips shorted to the guard ring. 

For a number of detectors, large negative currents 
were measured when the guard ring was set to - 3  V. 
The size of the current depended on the distance of 
the strip from the guard ring. i.e., the current was 
largest for the strip next to the guard ring and de- 
creased with increasing strip number. This effect was 
found to be caused by low resistance between the 
diode strips. 

To measure the interstrip resistance, a voltage of 50 
mV was applied to individual pairs of strips and the 
current between the strips was measured with a pico- 
amperemeter. The applied voltage was higher than the 
expected voltage acquired by a strip from the charge 
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collected from a minimum ionizing particle (0.1 mV) 
and well below the voltage a~. which punchthrough 
effects were expected (2 V). For this sensitive measure- 
ment the detector was unbiased and complete darkness 
was necessary to obtain meaningful results. Because of 
space constraints for the microprobes there was one 
floating strip between the strips of a pair. On some 
detectors, the strip-to-.~trip resistance was found to be 
as low as 10-100 fl compared to a normal value of 1-3 
M II. The effect was traced to the packaging of the 
individual detectors during shipping. A rigid plastic 
support that was in contact with the detector inside a 
carbon-filled plastic wrapper induced electrostatic 
charge on the protective coating of the detector. The 
charges accumulated above the SiO 2 between the p- 
implants of adjacent strips and induced a conducting 
channel of holes in the n-type silicon. The effect usu- 
ally diminished with time after the packaging was re- 
moved, but it would take many days until the charge 
was neutralized and the normal resistance was at- 
tained. 

The electrostatic charge effect was reduced by a 
change in the packaging material and by exposure to 
UV light or ionized air. It was observed that the effect 
was related to a property of the specific coating ap- 
plied by the manufacturer. Detectors furnished by a 
different supplier [11] did not show any evidence of 
electrostatic build-up, even after exposure to highly 
charged materials. These detectors had a much higher 
interstrip resistance, 30 M ~  instead of 3 M~L 

Because of the potential problems caused by small 
intcrstrip resistance, nine or more measurements were 
performed on each of thc 76 detectors more than ten 
days after they had been removed from the packaging. 
A total of 21, 9, and 3 detectors showed strips with 
resistances between 100-1000 kf l ,  10-100 kfl ,  and 
below 10 kI l ,  respectively. Since normal operation of 
the detectors required at least 100 k ~ ,  the detectors 
that did not reach this limit were not used for the 
assembly of modules. 

Silicon detectors had been exposed in the past to 
high intensity beams of charged particles and were 
known to operate up to doses of several Mrad [12]. To 
test the radiation resistance, one of the prototype 
detectors was exposed to a t'~Co source delivering an 
hourly dose of -~oug,,y" " '  5,.,,,nn rad. A linear rise in leakage 
current per strip (surface area of ---1.9 mm 2) was 
observed, at a rate of roughly 0.1 , .A /Mrad  at a 
temperature of about 20°C. For comparison, a current 
of 400 nA or more would saturate the amplifier. 

3. The microplex circuit 

The processing of the signals produced by the sili- 
con detectors began with the Microplex chip [2,3]. This 
custom-designed VLSI circuit was lhe first of a series 

that has been developed over the past decade to solve 
the problem of reading out channels of the high den- 
sity associated with the use of silicon strip detectors in 
colliding be~.~ experiments. The chip contained 128 
channels of double-correlated sample-and-hold cir- 
cuitry, together with a multiplexed readout capability, 
in an area of 6.3 mm (width) × 5.4 mm (length). It was 
realized using 5 o.m NMOS design rules. Prototypes of 
the chips were designed and fabricated at the Stanford 
Integrated Circuits Laboratory; the chips used in the 
production of the SSVD were manufactured commer- 
cially [13]. 

3.1. Basic layout and operation 

Fig. 7 shows a block diagram of a single channel of 
the Microplex chip together with the schematics of its 
main components. The operation of the circuit pro- 
ceeded in two stages which were independently con- 
trollable. In the first or "analog" stage, the input 
charge was collected by an integrating amplifier. Its 
output was connected to two storage capacitors (Cs~ 
and Cs2) through FET switches. The switch to Csl was 
opened before, and the switch to Cs2 was opened after 
the expected arrival time of a signal. Two pulses, S~ 
and S 2, controlled this timing sequence as shown in fig. 
8. The voltage difference between Cs2 and Csl was 
proportional to the charge integrated during the period 
between the falling edges of S~ and S 2. This double- 
correlated sampling had the advantage of subtracting 
switching transients occurring before S~ and any com- 
mon charge leakage from the two storage capacitors 
after S,. Also, the Fourier components of noise with 
periods much longer than S 2 - S t were suppressed. 

In the second or "digital" stage of the circuit opera- 
tion, the signals were read out serially. The voltages on 
the pairs of storage capacitors sequentially controlled 
the currents in two bus lines (Out I and Out2). The bus 
connections were made through two FET switches 
which were closed when a logic pulse (Read Bit) was 
clocked, channel-to-channel, through a shift register. 
This clocking sequence is illustrated in fig. 9. The 
output buses were connected through wire bonds to a 
differential amplifier on the hybrid circuit to which the 
chips were attached. These lines were also tied to a 
high impedance voltage source on the hybrid which 
effcctiveiy made the Microplex output circuit a source 
follower. The differential amplifier signal was sent via 
line drivers on the hybrid to a digitizer. The end result 
of the analog and digital processing was a single num- 
bee for each channel which was proportional to the 
current haegrated during the $2-S ~ time interval. 

3.2 DetaiLs o f  the design and operation 

The connections between the detector and Mi- 
clopl,~x chips were made by aluminum wire bonds of 
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Fig. 7. Block diagram of a single channel of the Microplex circuit, plus schematics of the principal components, the Input 
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1-2 mm length, as were connections on the opposite 
side of the chips to power and control lines (the 
substrate voltage was connected to the bottom surface 
of the chips by conductive epoxy). The pads for Ihc 
wire bond connections were 10l} i.tm x 151) la.m and 
were arranged on the input side of the chip in tour 
rows of 32 (47.5 ~m pitch) to match the pattern on the 
detector. Except for the wire bond pad areas, the chips 
were covered with a silicon nitride scratch mask for 
protection. 

Besides the directly coupled signal input lines from 
the detector strips, there were four calibration lines on 
the Microplex chip that coupled capacitively (C,,,,~ = 
0.01 pF) to the input traces. Each line was connected 
to every fourth channel so that channel-to-channel 
cross talk could be measured. A calibration pulse of 
typically 0.5 V with timing as shown in fig. 8 was 
applied for testing. This yielded a signal approximately 
equal to that from the most probable charge deposited 
by a minimum-ionizing particle crossing the silicon 
detector. Input protection for the integrating amplifier 
was provided by a diode which shorted ncgative signals 
to the substrate, and a normally grounded-gate transis- 
tor which shorted large positive signals. All input con- 
trol lines were protected in a similar way. 

Charge integration was achieved with a three stage 
inverting amplifier with capacitive feedback (Ci, , = 0.1 
pF). The open loop gain of the amplifier was roughly 
400 which yielded an effective input capacitance of 
about 40 pF. The typical input capacitance from the 
silicon detectors was l0 pF. so about 80% of the 
charge produced in the detectors was collected on C~,,t. 
The amplifier dissipated 14 mW of heat per channel 
which necessitated limiting the duty cycle of its opera- 
tion. At the SLC, the amplifier was powered for 7.6 its 
per beam crossing which occurred at 120 Hz. The 
digital readout part of the chip was not powered during 
this time. To set the operating point of  the amplifier, a 
FET switch which coupled the input and output of the 
amplifier was kept closed with the Reset pulse for 5 its 
after power was applied. 

The amplifier was stabilized against oscillation by 
an RC feedback network between its second and third 
stage which rolled off the high frequency response in a 
region where the feedback to the first stage became 
positive. The stability was aided by the voltage divider 
formed by C~. t and the total input capacitance. To 
prevent oscillations during reset, a comparable voltage 
reduction occurred in the reset mode. This was 
achieved by connecting the amplifier output though a 
high impedance to both a low impedance voltage source 
and the amplifier input via the reset transistor. The 
voltage source was similar to the gain stages of the 
amplifier but with internal feedback so its omput volt- 
age was approximately equal to that of the operating 
point of the amplifier. 

For our application, the integration period S.,-Sj 
was set to 500 ns and centered about the expected 
arrival time of the signal from the silicon detector. This 
interval was much longer than the collection time of 
the charge produced within the silicon detector (---3{} 
ns), and also longer than needed by the rise time of the 
amplifier ( -=- 25 ns). However, this choice of integration 
period alleviated the need for a very precise timing and 
did not significantly increase the output noise. 

The storage capacitors Cs, and Csz could in princi- 
ple hold the amplifier induced charge up to about 50 
ms before a significant degradation of the final signal 
would occur. In practice, the readout occurred only a 
few ms after the analog processing. The clock pulses 
(,bl and ,b2) which sequentially connected each chan- 
nel to the output bus were spaced by 6 lxs to allow the 
voltages to stabilize and the digitizer to process the 
signal. The Read Bit was daisy-chained between the 
four chips on a detector module so it took about 3 ms 
to read out an entire module. The digital section of the 
circuit dissipated {).63 mW per channel during this 
period. 

3.3. Performance tests 

The Microplex chips were received in wafer form 
from the manufacturer and cut into chips following 
some spot checks. Each of the chips was then tested on 
a probe stati,,n using a computer controlled data acqui- 
sition system. For each channel, the response to a fixed 
calibration pulse, the rms noise, and the mean pedestal 
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were measured. Fig. It) shows the results of a pulser 
test, inchtding the ratio of the calibration response to 
rms noise, for a "good" chip. Chips that had one or 
more channels that deviated by more than 40% from 
the chip average in the calibration response, rms noise, 
or their ratio, were rejected fi~r use in the SSVD. Chips 
were also rejected if any pedestal varied from the chip 
average by more than the size of the calibration re- 
sponse, The chip-to-chip variation of the average cali- 
bration response and rms noise was small ( <  15%), so 
no cut was made on the absolute values of these 
quantities. On average, about 5(1% of the chips passed 
these very stringent selection criteria. 

For a few of the Microplex circuits, the equivalent 
noise chat~,c (ENC)was  measured as a function of the 
input capacitance. Fig. I1 shows an example of such a 
measurement which was done by wire bonding surface 
mount capacitors of various sizes to some of the input 
pads of a chip. The data have a normalization uncer- 
tainty of about !(1%. For a typical input capacitance of 
the silicon detectors of 10 pF, the ENC measurements 
predict an rms noise of 1250 electrons. This is in good 
agreement with signal-to-noise measurements made us- 
ing both an X-ray source and minimum-ionizing parti- 
cles (see sections 4.4 and 9.1). It should also be noted 
that the measured noise spectrum adhered very well to 
a Gaussian distribution. This was verified for a few 
detectors to the limit of statistics at five standard 
deviations. The spectrum is believed to be dominated 
by the thermal noise in the FETs of the integrating 
amplifier, primarily in the first stage. 

3. 4. Radiation hardness 

The radiation hardness of the Microplcx chip was a 
concern because of the closeness of the SSVD to the 
SLC beams. Potentially high radiation levels were ex- 
pected from synchrotron photons and secondary parti- 
cles generated by beam losses. This prompted a num- 
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bcr of studies of the performance of the chips follow- 
ing exposure to ionizing radiation [14]. 

For this purpose, a few Microplex chips were ex- 
posed to a t'"Co source up to radiation levels of 100 
krad. A nearly linear increase of the ENC with radia- 
tion dose was observed. This feature is shown in fig. 12 
for a Microplcx chip which was not wircbonded to a 
detector. The chip was not powered during the expo- 
sure although measurements with the power on at a 
25% duty cycle gave fairly similar results. To interpret 
these measurements, one should note that a signal-to- 
noise reduction of roughly a factor of two was expected 
to significantly degrade the detection efficiency of the 
SSVD modules. Thus the circuits were expected to 
operate efficiently for radiation doses up to about 20 
krad. This was verified for a fully assembled silicon 
detector module exposed to the +"Co source. 

Another effect of the radiation was a change in the 
turn-on thresholds of the FETs. This effect was mea- 
sured with test structures which were irradiated along 
with the Microplex chips. The threshold changes re- 
sulted in a shift of the operating point of the integrat- 
ing amplifiers of the Microplex circuit. As the thresh- 
old changes increased, the amplifiers were eventually 
driven into saturation. The shift in operating point 
could bc compensated by pulsing the substrate by a few 
tenths of a volt just after the Reset switch was opened 
((b,ub in fig. 8). In practice, this was only necessary for 
exposures above about 15 krad. To bc safe, provisions 
were made that permitted the substrates of the chips of 
each detector module to bc pulsed [15]. Also, thc 
control electronics were designed to allow for a base- 
line adjustment of the timing pldsc,~+ and the control of 
the voltage level of the output bus. However, none of 
these options wcrc utilized during the course of the 
run, nor was there any indication of a significant de- 
crease in the signal-to-noise level (sec section 8.2). This 
was consistent with the low level of exposure ( =  100 
rad) measured by thcrmolumincscent dosimeters at- 
tached to the SSVD support structure. 
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4. The detector modules 

4. !. Layout o f  the detector moduk's 

The silicon strip vertex detector was composed of 3r~ 
detector modules which were designed to operate as 
independent units with their own power supply and 
readout. An exploded view of a module is shown in fig. 
13. Each module consisted of a silicon strip detector 
and hybrid circuits at each end, HI and H2. Each 
detector had 512 strips that were wirebonded to two 
pairs of Microplcx readout chips. A laminated fiat 
cable, placed under the hybrids and the detector, con- 
nected control, timing, and calibration signals, power 
lines, and the multiplexed output signal between the 
two hybrids and to the external control circuits. By 
connecting all input and output lines to a single multi- 
lead cable, the risk of generating potentially trouble- 
some ground loops was reduced. At the same time, this 
configuration simplified not only the insertion of indi- 
vidual modules into the support structure, but also the 
installation of the completed device into the Mark II 
detector. The thin cable was connected to the ends of 
the hybrid circuits via aluminium wire bonds. At both 
ends of the module, the thin cable was sandwiched 
between the bottom of the ceramic hybrid and an 
insulated 200 p,m thick stainless steel plate. Thcse thin 

stainless steel supports had two functions. They stiff- 
cncd and thereby protected the section of the thin 
cable that carried the wire bonds, and they provided a 
smooth reference surface for the placement of the 
module in the support structure. The silicon detector 
wa,,, cpoxied to the surface of the hybrids and 1ormed 
the mechanical connection between the two ends. On 
both hybrids, fanout circuits routed the control, signal 
and power lines to the two Microplex chips. A pair of 
precision machined brass fixtures was mounted on the 
insulated surfaces of the fanout circuits. They were 
designed to hold the module in the end-plates of the 
support structure. On the H2 side, the far end of the 
steel support was shaped to fi)rm a small hook fi)r 
insertion. 

At normal incidence, a particle traversed per layer a 
total of 5.11 × 10 3 radiation lengths, of which 3.4 × 
10 3 was silicon. The remaining 1.6 × 10 -~ was from 
the material of the cable, i.e., copper, Kapton [16], and 
epoxy, of which copper constituted 1).8 × !(I 3 radia- 
tion lengths. 

4. 2. Design of  the hybrid circuits 

The ceramic hybrid ctrcuits, HI and H2, routed the 
control, calibration, and power lines from the thin 
cable to the two Microplex chips on each side. In 
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Fig. 13. Exploded view of a detector module showing the elements of the hybrids H! and H2: A - silicon strip detector. B 
Microplex readout chips. C - spring blocks. D - thin cable, and E - steel supports. 
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addition, hybrid H2 connected the analog output of the 
Microplex chips to the thin cable. While the hybrid 
circuit H2 was completely passive, the circuit H1 car- 
ried a differential amplifier and line driver for the 
analog output signal and also contained a switchable 
capacitor bank to power the amplifier section of the 
Microplex chips. The circuit diagram is given in fig, 14. 
The analog output of the Microplex circuit was con- 
nected to a wideband differential voltage amplifier, 
NE592, with the gain set at 10. The negative voltage 
levels V,~t and Vx, controlled the operating point of the 
source foUower FETs of the Microplex analog output 
circuit. The silicon diodes, D I and D z, prevented turn- 
on of the substrate junction when the Microplex cir- 
cuits were powered off. Emitter followers of unity gain 
drove the 35 m long 50 f~ coax signal cables. 

A bank of four tantalum capacitors with a total 
value of 27 ~F stored charge during the interval be- 
tween beam crossings (each at least 8 ms) and supplied 
the amplifier section of the Microplex circuits with a 
current of about 0.4 A for the few I~S of operation per 
beam crossing. The switching element was a high-power 
fast FET [17] which was triggered by the external pulse 
d~h~ x. Provisions were made for pulsing the substratc 
voltage, V,~,, b, with the pulse d~,~,, b. Passive filters were 

inserted throughout the circuit to reduce noise. For 
simplicity, they were omitted in the figure. 

At each stage of the design of the modules, special 
attention was given to preserve a solid, loop-free 
grounding scheme and to shield the detectors, ampli- 
fiers and cables from high frequency electromagnetic 
fields generated by the passing beams. The ground 
connection for each module was carried through the 
supply cable to the external electronics. The power and 
ground lines for the hybrid circuits HI and H2 were 
connected through a single path. The individual mod- 
ules were electrically insulated from the aluminium 
support structure by a thin kapton foil covering the 
backside of the stainless steel supports. 

4.3. Assembly of the detector modules 

The detector modules were assembled in several 
steps. All components were tested thoroughly prior to 
assembly, and the modules were inspected, checked for 
electrical continuity and shorts, and subjected to func- 
tional tests after the completion of each fabrication 
step to ensure the largest possible yield. This was of 
particular importance because some of the components 
were expensive and because all of these assembly steps 
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involved epoxy joints or wire bonds and were thcreforc 
irreversible. In particular, the full operation of the 
amplifier circuits was tested prior to the attachment of 
the detector. As a result, only 3 of the 45 completed 
detector modules malfunctioned or had large numbers 
of fi61ing channels. Apart from the size and fragility of 
the components that required extreme care and skill 
during the assembly, the sensitivity of the detectors to 
static charge build up on their surfaces caused prob- 
lems. They were reduced by the introduction of air 
ionizers and the use of grounded floor mats and wrist 
bands. 

The principal elements and their assembly steps 
were the following: 

1) The H 1 circuit was produced and assembled at a 
commercial hybrid firm [18] which also performed most 
of the wirebonding tasks. H 1 consisted of a thick film 
hybrid with four conductive layers printed on a 375 p.m 
thick ceramic substrate (A!203), with 250 Ixm line 
width and spacing. To convert the 500 gm line pitch on 
the hybrid to the 250 p.m pitch of the Microplcx 
bonding pads, fanouts were fabricated as double layer 

circuits printed on a thin kapton substratc (125 gm 
wide gold plated copper lines with 125 gm spacing). A 
pair of Microplex chips and a fan-out were glued to the 
ceramic substrate of both HI and H2, and connected 
via aluminium wire bonds. 

2) The thin flat cable connecting the two hybrid 
circuits was manufactured on 50 Ixm thick Kapton 
substrate [19]. A solid layer of 4 ixm of Cu served as a 
ground plane on one side, and 16 traces of 4 Ixm thick 
Cu with 500 I~m pitch were etched on the other side. 
The portion of the thin Cu traces that were to extend 
beyond the active length of the detector were then 
plated with 15 ~m of copper and 3 Ixin of high purity 
gold to allow for bonding. The signal side of the cable 
was covered with an insulating layer of Kapton backed 
with a 4 lxm thick copper shield. The laminations were 
bonded by a tlexible epoxy [20]. To assure that the 
individual cables remained insulated from each other, 
the cables were wrapped with a layer of 25 Ixm thick 
adhesive Kapton. 

3) In a custom-designed assembly jig, the two hy- 
brids were spaced so as to span the length of the 

Fig. 15. Photograph of the Microplex chip showing the four layers of wire bonds connecting the detector (on the right) and a single 
layer of wire bonds connecting the hybrid (on the left). 
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silicon dctector. The thin laminated cable was glued 
under pressure between the ceramic hybrids and the 
200 ~m thick stainless steel plates. Following one day 
of curing at room temperature, the hybrid circuits were 
wirebonded to the cable, and a connector was soldered 
to the end so that the assembled module could be 
electrically tested. After successful operation of the 
hybrid, the silicon detector was centered between the 
two hybrids using a micrometric vacuum manipulator 
and then glued to 1.5 mm wide edges on the ceramic 
substrates. For these structurally critical joints a high 
strength epoxy [21] was applied that cured at room 
temperature. On the HI hybrid, a small amount of 
conductive epoxy [22] was added to assure electrical 
contact between the metallized backplane of the detec
tor and the contact pad for the detector bias voltage. 
The mechanical strength of the resulting joint proved 
to be stronger than the silicon detector itself. The 
detector strips were then connected to the signal input 
pads of the Microplex chips. This was done on a 
manually operated ultrasonic wedge bonder using 25 
~m diameter aluminium wires. The bond wires were 
arranged in four layers with the lowest connecting the 
closest pair of rows. No wire support was necessary, as 
illustrated in the photograph in fig. 15. 

4) Following this step in the assembly process, the 
modules were once again submitted to a series of tests 
and calibrations. Upon successful completion the wire 
bonds were covered by a potting compound that cured 
at room temperature [23]. To increase its viscosity the 
compound was mixed two hours before application. 
Dams were set up to prevent the potting compound 
from spreading beyond the edges of the hybrid. The 
potting process embedded all wire bonds and substan
tially increased the rigidity of the module, thereby 
making it insensitive to damage by contact. On the 
other hand, the potting compound prevented access to 
all elements of the hybrid circuit. However, in a few 
cases, we were able to remove a small volume of the 
cured compound with a very fine tip of a hot soldering 
iron and perform repairs on the hybrid. 

5) A precision jig was used to align a pair of brass 
spring fixtures relative to one of the edges of the 
silicon detector and to epoxy [24] them over the fan-outs 
on the hybrids. The traces on the fan-outs were insu
lated from the spring fixture by a 25 ILm thick Kapton 
film. 

6) The last assembly task was the replacement of 
the temporary connector at the end of the thin cable by 
a 137 cm long, copper shielded flat cable of identical 
width and signal line layout. Since no connector of 
appropriate dimensions was available, the two cables 
were fused. For this purpose the gold-plated signal 
traces on both cables were first coated with low tem
perature solder. The matching traces were then placed 
on top of each other and fused over a length of 5 mm 

to 10 mm by applying heat and pressure. The joints 
were subsequently reinforced on the outside with adhe
sive Kapton tape. 

4.4. Performance tests 

A series of tests was performed to compare and 
evaluate the performance of the assembled detector 
modules and to eliminate malfunctioning ones. 

4.4.1. Pulser tests 
The performance of individual Microplex chips as 

well as fully assembled detector modules was tested 
with a CAMAC controlled test pulser system. A pulsc 
of adjustable amplitude was applied individually to 
each of the four calibration lines on the Microplex 
chips that were capacitively coupled to every fourth 
amplifier input. The charge was integrated and stored, 
and subsequently read out via a microprocessor con
trolled ADC into a computer. This procedure was 
designed to provide fast diagnostics and could, in prin
ciple, measure the gain of individual amplifiers. In 
practice, the size of the stray capacitance between the 
potted bond wires and the calibration lines turned out 
to be significant in comparison to the calibration ca
pacitors. #1 As a result, the injected calibration chargc 
varied as much as 20% from channel to channel, dc
pending on the orientation and spacing of the bond 
wires. However, the channel-to-channel variation was 
small enough to permit a functional test of the ampli
fiers. For this purpose the response of a single channel, 
S" was measured in units of its rms noise, N" and 
compared to the average response of all channels of a 
given module for a fixed pulser setting, namely A = 

(S) / (N). The amplitude of the calibration pulse was 
adjusted to correspond to 24000 electrons, the most 
probable charge deposited by a minimum ionizing par
ticle crossing the detector at normal incidence. Fig. 16 
shows a typical record of the pulser test performed on 
a detector module. The output of a channel varied 
because of gain variations, noise, or high leakage cur
rent. A channel was classified as "bad" if its ratio 
A I = S,/ N, differed significantly from the average of all 
channels in the module, specifically, if it did not satisfy 
the relation: 0.5 <A,/A < 2.0. There were a total of 
257 bad channels detected for the 42 detector modules 
that were tested, corresponding to 1.2% of all chan
nels. Fig. 17a shows the histogram of the number of 
"bad" channels per module. 

*1 The calibration capacitors were kept small so nOIse on the 
long calibration lines would not couple to the amplifIer 
input. 
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Fig. 16. Record of a typical pulser test of a completely 
assembled detector module. The following quantities, aver
aged over 100 pulses, are plotted in ADC units as a function 
of the channel number (511 active channels per module); (a) 

pedestal suhtracted signal S,; (b) rms noise N" (c) the ratio 
S, / N" and (d) the pedestal. The noise is defmed as the rms 

fluctuation of the pedestal. 

4.4.2. Leakage current tests 
The bulk leakage current for a fully depleted silicon 

detector is a simple measure of the quality of its 
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Fig. 17. Histogram for the 42 detector modules of (a) the 
number of failing channels and (b) the leakage currents mea

sured after a week-long operation at full voltage. 

performance. To burn in the components of the hybrid 
circuits and to test for possible breakdown of the 
detector diode structures, the detector modules were 
operated in the laboratory continuously for one week. 
During this time the detectors were held at a constant 
operating voltage and the leakage current was moni
tored. Typical leakage currents varied between 0.2 and 
4 )J.A; the distribution of the measured currents is 
given in fig. 17b. Some modules drew a constant leak
age current from the beginning to the end of the test, 
others showed a significant rise during the first day of 
operation and then reached a constant level. 

During the week-long test, the calibration system 
was pulsed, and the detector was read out once per 
second. Data from the beginning and the cnd of the 
test were compared. Of the 45 module~ that were 
tcsted, two developed an area of 10-20 adjacent bad 
strips. No increase in detector leakage current was 
observed that could be associated with this failure 
mode and its cause remains unccrtain. 

4.4.3. Signal-Io-1l0;s(' m('a.~llr('mellls 

In the absence of a test heam of minimum ionizing 
particles, an 241Am source of 25n mCi was used to 
measure the signal-to-noise ratio for the assembled 
detector modules and to measure channel-to-channel 
gain variations. Photons of 59..'i keV were emitted from 
the source and produced signals in a detector that 
corresponded to 71 % of the most probable energy loss 
of a minimum ionizing particle. Since the absorption 
length of these photons in silicon was large (1.4 cm) 
compared to the detector thickness, the photons were 
absorbed uniformly throughout the detector. The pho
toelectrons produced had a range of less than 20 )J.m, 
so on average the spread of the collected charge was 
similar to that from a minimum ionizing particle 
traversing the detector. It was assumed that the ab
sorbed photon spectrum was dominated by a single 
photon energy of 59.5 keY. This was a rcasonable 
assumption given the lower intensity of the 14 and IS 
keV lines and the fact that thc detector was covered by 
the n.s mm thick aluminium lid of the carrying case. 

With a gate width of 400 ns and a readout rate of I 
Hz, on average 20 photon interactions were recorded 
per minute, and a 15 hour run was necessary to collect 
30-40 photons per strip for a given module. Pedestals 
were derived from data recorded without the source 
and the noise per channel, ", was taken as the rms 
width of the pedestal distribution. To find X-ray hits, a 
cluster finding algorithm was applied. A cluster re
quired at least one strip with a pulse height above 
pedestal greater than 5u,. and was defined as a group 
of three strips centered on the strip with the largest 
pulse height. A histogram of the total cluster pulse 
height is shown in fig. I S for a single detector module. 
The pulse height is measured in units of the ADC [25]. 
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Fig. 18, Distribution of cluster pulse heights recorded by a 
silicon detector module exposed to an "UAm source. The 
pulse heights are measured in ADC units. The curve repre- 
sents a Gaussian resolution function fitted to the pulse height 
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Fig. 19. Distribution of average signal-to-noise ratios for the 
detector modules, measured with an :4ZAm source. The 
pulse-height scale has been adjusted In correspond to mini- 

mum ionizing particles, i.e. C = I/0.71. 

The Gaussian fit to the data does not include the low 
energy tail of the distribution. This tail resulted pri- 
marily from X-rays that were recorded near the edges 
of the amplifier integration period. The mean of the 
fitted curve is 128 which corresponds to a most proba- 
ble energy loss for minimum ionizing particles of 
128/0.71 = 180, compared to the measured single 
channel rms noise of 9.4. Assuming that 3.6 eV are 
required to produce an electron-hole pair in silicon, 
the measured signal-to-noise ratio of 180/9.4 = 19.2 
translates to an equivalent noise charge of 1250 elec- 
trons, which is in agreement with the measurement in 
fig. 11 for an input capacitance of 8.8 pF (sum of 
strip-to-strip and strip-to-backplane capacitance for a 
detector of layer I). The width of the pulse height 
distribution in fig. 18 is about 20% smaller than the 
naivc cxpcctation based on the sum of the noise of 
ihree independent channels. However, it is consistent 
with the observation of negative noise correlations at 
the level of 20% between neighboring channels which 
arisc from capacitive coupling [26,27]. The distribution 
of the signal-to-noise ratios averaged over all strips per 
detector module is given in fig. 19. The mean value is 
17.6 times the average single channel noise. 

provided the supply voltages and currents were kept 
constant. 

4.4.5. IR light source test 

A narrowly focussed beam of infrared light was 
used to test the response of the detectors locally. This 
test also checked for shorts, open connections, or in- 
correct connections between the detector strips and 
the amplifier circuits. For this purpose, a detector 
module was placed on a translation stage and moved 
under computer control with" an accuracy of 1 I~m 
relative to a fixed IR light spot. To generate a light 
spot with a diameter of 5 ~m on the detector surface, a 
light emitting diodc [28] was mounted in place of one 
of thc eye pieces of a microscope [29]. The infrarcd 
diode was dc operated and its intensity was adjusted so 
that the deposited charge was comparable to that from 
a minimum ionizing particle. The infrarcd photons had 
a wavelength of 850 nm and penetrated roughly 20 la, m 
into the silicon, but they were absorbed in the 8 ~m 
wide, 0.5 lxm thick aluminium readout strips covering 
the strip diodes. Fig. 21 shows an example of a scan 
with the IR light source. A normally functioning read- 
out strip shows a doubly peaked intensity profile be- 
cause of the aluminium strips on the detector surface. 

4. 4. 4. Gain measurements 

The X-ray data were also used to measure channel- 
to-channel gain variation. For this purpose, the gains 
of all channels were adjusted in an iterative procedure 
to produce the same average pulse height for all clus- 
ters in a module, irrespective of their location. Special 
care was taken to avoid a bias caused by the low energy 
tail in the cluster pulse height distribution mentioned 
above. A histogram of the measured relative gain con- 
stants of all channels is presented in fig. 20, showing a 
spread of about 10%. For all channels of a given 
Microplex chip the gain varied typically by 1-2%. The 
relative gains remained stable over several months 
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Fig. 2(I. Histogram of the relative gains of all detector  chan- 
nels. 
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Fig. 21. Example of an IR light source scan illustrating the 
detection of two electrically connected strips on a prototype 
detector module: the measured pulse height for a given read- 
out strip (measured in ADC units) is shown as a function of 
the transverse position of the light spot for three adjacent 
strips. Strips N and N + 2 are electrically shorted. They are 
adjacent readout channels and thus have adjacent wire bonds. 

Electrically shorted strips are evidenced by the fact 
that half the normal pulse height is recorded on chan- 
nel N with the source centered on either channel N or 
N + 2. Scans of assembled modules were primarily 
used to check for errors or shorts at the wire bonds 
between the detector and the Microplex input pads 
that could easily be corrected before the potting pro- 
cess. Following a correction of the chip alignment 
during the assembly procedure, no shorts or bonding 
errors were discovered. 

5. Electronics and data acquisition 

A block diagram of the electronics system which 
controlled the operation of the silicon detector mod- 

ules (SDM) and proccsscd thcir output signals is shown 
in fig. 22. This system resided in the clcctr, mics sup- 
port building for the Mark il detector. Each of the 36 
SDMs was connected through a multilcad coax cable to 
one of nine driver/receiver modules, filur SDMs per 
receiver. Tl!csc modules converted pulses from the 
analog timing module to pulses of appropriate ampli- 
tude and source impedance for the operation of the 
SDM hybrid and Microplcx circuits. T h e ~  timing 
pulses controlled the operation of the analog section of 
the Microplex. The multiplexing of the analog data was 
controlled by pulses from the BADC, a microproccs~r 
driven ADC [25]. Thc driver/receiver modules al~) 
routed and generated dc voltage levels fi}r the SDM 
operation, and contained line receivers for their analog 
output signals. Thc linc receiver output from each 
driver/receiver module was connected to the analog 
input of the BADC. Each BADC processed the analog 
data from four SDMs and stored the results in its 
digi a~. memory. All nine BADCs operated in parallel 
and upon completion of the digitization and process- 
ing, the data were read out sequentially by the Mark !i 
data acquisition system. The system also monitored the 
bias voltages and leakage currents of the silicon detec- 
tors, and some of the control voltages for the SDMs. A 
more detailed description of the components of the 
SSVD data acquisition system follows. 

5. I. Cables 

The 1.4 m long flexible cables described in section 
4.3 brought the 25 lincs from each SDM to the cndcap 
of the Mark II detector. These lincs wcrc cxtcndcd to 
the driver/receiver modules by a 35 m long ribbon 
coax cable. The flexible cables were individually 
wrapped in an electrical shielding material that was 
insulated from their ground planes. One end of the 
shielding connected to the module housing, and the 
other to the grounds of the coax cable. 

Digital Start, >i 

IMam, DAO I~-)- [ 

Analog 
Analog Start Timin!7 

Module 

9 BADCs 

_J Power I 

I I I 

I -I 9 Driver/Reciever ~ 
.I "-L Modules I Voltage 

I [_~ Monitor 
I - 7 " 1  and 

~ Det. Bias 

36SDMs I Markll I Monitor 

Fig. 22. Block diagram of the data acquisition system for the SSVD. 
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5.2. Analog timing module 

This module generated the timing signals shown in 
fig. 8 for the analog operation of the Microplex chip. 
The timing of the pulses was achieved with clock count 
timers which were set by DIP switches. The timing 
sequence was initiated prior to the beam crossings. In 
addition to the timing pulses, four vol~tage levels were 
produced to control the amplitudes of the four calibra- 
tion pulses generated in the driver/receiver modules. 
These voltages were set under computer control (this 
was the only programmable feature of the module). 

5.3. Driver / receiver modules 

The main components of these modules were line 
drivers for the timing pulses. The drivers were de- 
signed to allow flexibility in the operation of the SDMs: 
the output pulses were back-terminated, had ad- 
justable amplitudes and baselines, and were shaped so 
their rise times at the SDM end were sufficiently short 
( < 50 ns to reach 90% of the maximum amplitude for 
the critical timing pulses). Potentiometers permitted 
the adjustment of the baselines of most of the pulses so 
as to counteract threshold shifts expected as a result of 
exposure to ionizing radiation. The pulse amplitudes 
were under control by common external reference volt- 
ages, except for the amplitude of the substrate pulse 
which could be set individually for each module, and 
the power switch controller ($hcx) amplitude which 
was fixed. The dc levels, ~uh, Vxl and Vx2, wcrc also 
controlled by individual potentiomcters. Howevcr, only 
one of the almost 230 individual controls had to bc 
adjusted during the course of the Mark II run. 

Another function of the driver/receiver module 
was to convert the timing pulses from the BADC to the 
ones required for the Microplex chip readout ($1, d~2, 
Read Bit). During the sequential readout of four SDMs 
by one BADC, only one SDM was powered at a time in 
order to minimize the power dissipation. The power 
switching was performed in the driver/receiver mod- 
ule and controlled by two Module Select lines from the 
BADC. The analog signals from each set of four SDMs 
were connected to a differential receiver in the driver/ 
receiver module. The receiver outputs were ORed and 
sent via a baseline shifter to the analog input of the 
BADC. 

5.4. Voltage monitor and detector bias supply module 

To monitor the detector bias voltages, detector 
leakage currents, and various control voltages, it was 
convenient to combine the monitoring and detector 
bias supply system in a single module. From this mod- 
ule, muiticonductor cables were connected to each of 

the driver/receiver modules to supply the detector 
bias voltages and receive the voltages to be monitored. 
The bias voltage tbr each SDM could be adjusted by a 
potentiomcter. The currents drawn by the detectors 
were monitored using a current-to-voltage converter. 
The voltages monitored in the driver/receiver modules 
included ~ub, the substrate voltage, and Vxi and Vx2, 
two levels which controlled the baseline of the output 
pulses. The power and reference voltages that were 
bused to all driver/receiver modules were also 
recorded. 

A custom CAMAC module was built to multiplex 
the voltages to a digitizer and then store the results in 
an internal memory. The digitization was initiated and 
the data were read by the Mark II monitor system 
every 4 rain. The 260 measured voltages were com- 
pared to their allowed range, and the system alerted 
the operators of the experiment if any value exceeded 
the specified range. 

5.5. BADC readout 

The SSVD was read out via microprocessor-con- 
trolled ADCs that were custom-built for the Mark II 
experiment in 1977 [25]. These so-called BADCs con- 
trolled the analog multiplexing of the Microplex sig- 
nals, digitized the signals, and executed programmed 
algorithms for data correction and sparsification. The 
BADCs were modified for this application: their pro- 
gram memory space was doubled to 512 48-bit words, 
thcir instruction rate was lowered to 20 MHz, and 
digital control signals were sent to the driver/receiver 
modules. The data were processed in two passes. Dur- 
ing the first pass, the data were acquired from the 
Microplex chips in a pipeline operation, they wcrc 
digitized and preprocessed, and then stored in order of 
strip numbers for each detector. This first pass was 
essentially identical for both calibration and normal 
data taking. During the second pass corrections were 
applied for common pulse height shifts, pedestals were 
updated, and the data were compressed, reformatted 
to contain the strip addresses, and subsequently stored 
in an output buffer. 

Upon receipt of the start pulse from the trigger 
logic, all BADCs began processing data in parallel. For 
each channel, the BADC digitized the pulse height Si, 
subtracted the pedestal Pi, and stored the differences, 
D, = S i -P , ,  in order of strip number. For channels 
that were not flagged as bad and had a pulse height 
with I Dil < 255, the values of D, were summed. For 
each Microplex chip this sum was divided by the num- 
ber of channels included in the sum, C m = S, D i / N ,  and 
the result was recorded and taken as an estimate of a 
pulse height shift common to all channels. Under nor- 
mal conditions, these so-called common mode shifts 
were negligible, though at times they exceeded the 
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noise level significantly, and thus by taking their effect 
into account, the signal pulse heights could be cor- 
rected online. 

During the second pass through the data, a cluster 
finding algorithm was used to select and store channels 
with significant pulse height information for transfer to 
tape. For this purpose, a running sum of common 
mode corrected pulse heights of three adjacent strips, 
Ri - ,--iv'i+ltn- lx,-'i - C m ) ,  was compared to the sum of 
thresholds, X i -- Y'-~+_ ITi, for those same strips. If [Ril  
> X i, channels i -  2 to i + 2 were selected and their 
pulse heights D i - C m were stored for readout. Special 
care was taken to assure that each strip was read out 
only once. 

Pedestals for all channels were updated ol: an 
event-by-event basis using a moving average algorithm 
with an exponential averaging filter, Pi k + i = p k + 
D J 3 2 .  Here the pulse heights were not common mode 
corrected so that common pedestal drifts could be 
taken into account. The pedestals were not updated 
for bad channels (typically 85 strips) and for channels 
selected for readout by the cluster algorithm (on aver- 
age 1% of all strips) in a given event. Due to the 
limited number  of bits available in the BADC, the 
filter used only 4 bits for the fractional part of the 
average; this had no discernable effect on the data. 

The threshold values were set to T~ = 2.0 o" i, where 
tr i was the rms noise of a single strip. This threshold 
corresponded to about 34% of the most probable sig- 
nal expected for a minimum ionizing particle at normal 
incidence. In terms of the width of the noise distribu- 
tion for the three-channel running sum, the threshold 
was placed at 6 .0/(0.8x/3)= 4.3 standard deviations. 
Here, the factor of 0.8 accounts for noise correlations 
between adjacent channels. 

In order  to adjust to the rather long rise time of the 
signals at the output of the dr iver / receiver  module, 
the readout was slowed down from a maximum rate of 
1 i~s/strip to 6.2 l~s/strip, resulting in a processing 
time of 13 ms for the first pass. The second pass took 
on average an additional 6 ms; the exact time de- 
pended on the number of clusters found. The sequen- 
tial transfer of data from the nine BADCs to the VAX 
on-line computer  added on average 1.3 ms to the total 
readout time. 

Approximately once every eight hours, the data 
acquisition system was operated in calibration mode. 
Calibration pulses of different amplitudes were sent to 
the SDMs, and the pulse heights were recorded by the 
BADCs using the same timing sequence as during data 
taking. The BADCs accumulated the means and vari- 
ances of the pulse heights and transferred the data to 
the on-line VAX computer. Gains for individual chan- 
nels were calculated and recorded together with the 
pedestals and rms noise. The results were compared to 
data from previous calibrations, and cuts were placed 

on the size and linearity of the gain, as well as the size 
of the rms noise and pedestals. Failing channels were 
logged and brought to the operator's attention. Chan- 
nels that failed repeatedly were marked as bad and 
suppressed in subsequent BADC readout. Measured 
pedestals and thresholds were updated in the BADC 
database for subsequent use. The pulser calibration 
was not used for setting the channel-to-channel gain 
correction, because of the variation of the effective 
calibration capacitors on the Microplex chip (see sec- 
tion 4.4). Instead, gain corrections measured with the 
241Am source prior to installation were applied off-line. 

6. Mechanical support and placement of modules 

The excellent spatial resolution of the silicon strip 
detectors placed stringent demands on the precision, 
afignment, and rigidity of the support structure. The 
c:mcept adopted here was to place the detectors to a 
moderate accuracy of about 50 ~tm and to use precise 
alignment techniques to determine their relative loca- 
tion to the level of 2 I~m. The placement tolerance was 
set so that the 2 mm uncertainty in the extrapolated 
track position along the z axis would not significantly 
worsen the r4, measurement by the silicon detector. 
This meant that the silicon strip detectors had to be 
placed to within 1 mrad parallel to the axis of the 
overall coordinate system defined b:, the central drift 
chamber. 

6. I Support structure 

To allow for easy installation on the vacut, rr pipe. 
the support structure was made of two identical aalves. 
Each half was placed on the central section of the 
vacuum pipe using a three point mount, and held in 
position by flat copper springs. The points of contact 
were three sapphire balls, 3 mm in diameter, that 
assured that the support was electrically insulated from 
the vacuum pipe. One of the two hemicylindrical struc- 
tures built to support the detector modules is shown in 
fig. 23. The detector modules were inserted into slots 
of two aluminium end pieces which were connected by 
two half-cylindrical beryllium shells of 250 ~m thick- 
ness. The end pieces were fabricated by electrodis- 
charge machining. The two matching ends were cut 
simultaneously out of one block of aluminium so as to 
obtain an accurate match of the slots at the two ends. 
We verified that the dimensions of the slots were 
accurate to about 10 p.m, their relative location in a 
given layer was measured to agree with the design to 
an accuracy of 11 I~m in radius and 0.6 mrad in 
azimuth. The thin inner beryllium shells and the 1 mm 
thick aluminium extensions were epoxied to the inner 
rims of the end pieces. The assembled holders showed 
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Fig. 23. Sketch of one of the hemicylindrical support structures with a few sample detectors inserted into the slotted end pieces. 
The flat cables are secured by a cable clamp attached to the vacuum pipe. 

relative azimuthal offsets of the slots in the two pairs 
of end pieces of 0.3 mrad and 1.0 mrad. The outer 
beryllium shell was designed to be attached with screws 
to the outer rim of the end pieces, after the detector 
modules had been inserted. 

6.2. Spring firtures 

Once inserted into the slots, the modules were held 
in place by spring-loaded fixtures which wcrc epoxicd 
to each end of the modules. These fixtures were de- 
signed to place the modules to an accuracy of about 50 
l~m and to maintain their position to 2 I~m. Fig. 24 
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Fig. 24. Top and side views of the spring block for the cable 
end of the module, detailing the wire spring for horizontal 
placement, and the cover with the flat vertical spring for 

radial placement of the modules in the slots. 

shows one of the spring fixtures which were assembled 
from three components; 
- a spring block, cut by wire electrodischarge machin- 

ing from a 1 mm thick sheet of brass, 
- a wire spring, made of 0.4 mm diameter phospho- 

rous bronze, and 
- a cover with a vertical spring, cut and shaped from a 

sheet of 125 I~m thick beryllium-copper. 
The wire spring was inserted into the cavity of the 
-spring block and compressed by roughly 200 g. The 
cover was spot welded on to the spring block. The wire 
spring pushed the module against one side of the slot 
that acted as the reference surface for its azimuthal 
location. The vertical spring pressed the module against 
the bottom of the slot and thereby determined its 
radial location. The height of the vertical spring was 
adjusted so that its force did not impede the action of 
the horizontal spring. The spring blocks for the three 
detector sizes differed only in the total width. They 
were made in pairs: at one end, the spring block design 
allowed the modules to move parallel to the detector 
strips, and at the other end (the cable end), the spring 
block captured the endplate to prevent the module 
from being pulled out accidentally. 

To assure the desired parallclism between the de- 
tector strips and the holder axis, a special jig was built 
to precisely place the spring blocks relative to the 
detector strips. A pair of spring blocks on a given 
module had to be aligned to within 0.05 mm. Since it 
had been verified that the detector edges were parallel 
to the detector readout strips to within 0.2 mrad (see 
section 2.2), these edges were used as reference. With 
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the exception of two modules, the pairs of springs 
blocks were found to be parallel to the detector strips 
to better than 0.5 mrad. 

A series of tests was performed to examine the 
stability and accuracy of the module placement, The 
design performance was verified. Furthermore, a num- 
ber of tests showed that the modules retained their 
placement and shape after the room temperature had 
been cycled by up to 15°C over periods of 30 rain or more. 
6.3. Cabh, clamp 

it was obsen, cd that motion of thc cable attachcd to 
the module could substantially changc the placcment 
and shape of the detector inserted in the slotted end 
pieces. Thcreforc a clamp was built to hold each cable 
in a thin slot that was aligned with the slot in the 
holder (sec fig. 23). The cable clamp was attached to 
thc vacuum pipc with nylon screws. Whilc the cable 
clamp provided strain relief for individual cables, the 
assembly of 18 cables attached to the clamp introduced 
an undesirable constraint of the support structure. 

6.4. R f  shielding 

To avoid interference from high frequency electro- 
magnetic fields generated by passing beams or the 
surrounding electronics of the Mark II detector, spe- 
cial care was taken to electrically insulate the detector 
modules from the aluminium support structure, as well 
as the support structure and cable clamp from the 
vacuum pipe. The detector modules were completely 
enclosed by metal shielding: the beryllium shells and 
the end pieces were attached to a flexible cable shield 
made of 25 Ixm thick aluminium laminated with Kap- 
ton on both sides. The shield enclosed the open ends 
of the support structure, and it extended over the full 
length of the 1.4 m long cables. 

7. Alignment techniques 

7.1. bztroduction 

Although the module housing described in the pre- 
vious section placed the detectors to an accuracy of 
about 50 I.tm, a much better knowledge of their loca- 
tion was needed to exploit the intrinsic resolution of 
about 5 i.tm for particle tracking. The simplest ap- 
proach to determining the alignment of the detectors 
would have been to minimize the distances between 
hits in the SSVD and tracks reconstructed in the drift 
chambers of the Mark II. This method would have 
required a large number of tracks, preferentially of 
high momentum and distributed more or less evenly 

over the detector, it would also have required a zeroth 
order knowledge of the location of the individual de- 
tector modules, and the results would have been sensi- 
tive to the systematic errors in the projected track 
positions which were expected to bc substantially larger 
than the intrinsic resolution of the silicon detectors. "t~ 
try to avoid this problem, two methods were developed 
with the goal of precisely measuring the internal align- 
ment of the detectors in each half of the SSVD before 
it was installed in the Mark II. The global alignment of 
each half with respect to the other tracking detecto~ 
would then be established using tracks recorded during 
the Mark II run. In this procedure, local ,systematic 
erro~ in the drift chamber track reconstruction would 
tend to be averaged out. Motion of the vacuum pipe, 
and hence the SSVD, relative to the drift chambers 
would be measured and corrected for by using the 
capacitive displacement measuring (CDM) system. 

Because the strip spacing on the detectors was 
precisely known, the internal alignment problem was 
reduced to one of finding the relative positions and 
orientations of the 18 detectors in each half of the 
SSVD. This problem was formulated in terms of mis- 
alignments in position and angle of the detectors rela- 
tive to their nominal settings in the detector housing. 
To see how these misalignments were specified, con- 
sider a single planar detector in a reference frame 
where its strips are parallel to the z. axis and perpen- 
dicular to the x axis as shown in fig. 25. Let the 
detector bc nominally centered about x == = 0 but 
displaced vertically io represent its radial position in 
the module housing. From this nominal setting, the 
translational displacements Ax and Ay of the center 
of the detector, and the rotational anglcs a , .  ct, and 
a_ were chosen to represent the alignment degrees of 
freedom. This choice insured that these parameters 

+y 

. x ~ + z  I 
Fig. 25. Definition of the parameters describing the position 
of the single silicon detector relative to its nominal position. 

The detector strips run parallel to the z axis. 
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would be small so a first order approximation could be 
used in the alignment computations. In practice, it was 
found that some of the detectors acquired a significant 
bow and twist when installed in the support structure. 
To account for this, an additional vertical displacement 
of Az 2 + Bxz was included in the parameterization 
where the value of A represented the bow and B the 
twist. In all, seven parameters were used to specify the 
x and y positions of the detector strips at any z 

location. 
The two techniques developed to measure these 

parameters took somewhat orthogonal approaches to 
the problem and thus provided means of cross check
ing the results. Both surveys were performed in the 
temperature stabilized laboratory at 29°C, the same 
temperature that was expected for operation of the 
SSVD inside the Mark II. The first method was an 
optical survey of the detectors. The positions of a few 
reference strips on the detectors were recorded with an 
optical measuring microscope after each layer was in
serted into the support structure. During this process, 
the outer shells of the half cylinders were not attached 
so that the detector strips could be viewed. In the 
second alignment procedure, the SSVD was moved 
through a fixed X-ray beam using a set of precision 
stages [30]. The beam positions reconstructed from the 
detected signals together with the stage settings were 
then used to compute the detector alignment. The 
advantage of this method was that the beam pene
trated the shells and the detectors so the measure
ments could be made after the assembly was complete. 

7.2. Optical alignment 

During the installation of the detector modules into 
each of the hemicylindrical support structures a 3-di
mensional measuring microscope [31] was used to sur
vey the location of individual detectors. During this 
operation the SSVD support structure was attached to 
a replica of the vacuum pipe which was mounted 
horizontally on a rotation stage. The rotation stage was 
in turn mounted on the orthogonal linear stages of the 
microscope. The stages and the focus of the micro
scope were operated manually, and the coordinates 
were read out via an RS-232 port into a computer. The 
survey relied heavily on a set of fiducials to relate 
measurements taken at different settings of the rota
tion stage. For fiducials we used tips of micropositioner 
probe pins [32], 0.6 and 1.2 /-tm in diameter. Six pins, 
spaced by approximately 30° in azimuth, were epoxied 
to each of the outer rims of the two end pieces of the 
support structure. Each pin was visible over a range of 
stage angles of ±30°, so at any stage position there 
were at least four, and normally six, measurable fidu
cials. 

Prior to all measurements the microscope was cali
brated and the orthogonality of three axes was checked. 
As in fig. 25, the z axis was defined to be parallel to 
the axis of the vacuum pipe, the y axis was vertical, 
and the x axis was transverse to the other two axes. 
For calibration purposes, the positions of the fiducials 
were measured over a wide range of stage angles, and 
the non-orthogonality of the three microscope axes Was 
determined by requiring that the distances between 
any pair of fiducials be independent of their orienta
tion. The scale and the direction of the z axis were 
taken as reference. The biggest correction found was 
for the angle between the y and z axes which was off 
by 4 X 10- 4. The relative scales in x and y were too 
small by 1.5 X 10 - 4. All other corrections were within 
the tolerance of I x 10- 4 given by the manufacturer. 
Subsequent coordinate measurements were corrected 
for the scale calibration and non-orthogonality of the 
axes. From repeated measurements of positions and 
distances rms errors for measurements in the x, y, and 
z directions of 0.8, 1.3, and 0.8 /-tm, respectively, were 
determined. For simplicity. a uniform error of 1 I-Lm 
was assumed for all fiducial measurements in the sub
sequent analysis. 

After insertion of the modules in a given layer, the 
six detectors were measured. For each detector, coor
dinates (x, y, z) on the surface were recorded at three 
stage settings: the angle at which the detector was 
horizontal, and at ± 15°, i.e .. angular settings at which 
the detector and one of its neighbors could be mea
sured. For each stage setting, points were measured 
along each of the two outer diode strips, at roughly 10 
mm intervals in z, and at a few positions close to the 
central strip on the detector. For each layer, 11-12 
stage settings were necessary. The rotation stage was 
not assumed to be perfectly aligned and calibrated, but 
each set of measurements was transformed to a com
mon reference frame relying on the set of fiducials that 
were measured concurrently with the detectors. Sev
eral different methods were used for these transforma_ 
tions, the results agreed very well within the estimated 
errors. 

The measured orientation and position of each de
tector was compared to its nominal position in the 
support structure (see fig. 25). The placement was 
parameterized in terms of pitch, yaw, and roll angles, 
ax, a}" and u Z ' and horizontal and vertical offsets, Ax 
and Ay. The z position was defined for all detectors to 
coincide with the center of the support structure. The 
shape was described in terms of A and B, the bow and 
twist parameters. The five alignment parameters and 
the two shape constants were fit using measurements 
at the three stage positions. In general, the x 2 per 
degree of freedom for these fits was very satisfactory. 
The distributions of six of the fitted constants are given 
in fig. 26. The values for u v include a common offset 
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Fig. 26. Distributions of the alignment constants derived from 
the optical survey of the detectors. The effects of the bows 
and twists are given in terms of the maximum vertical offset 
relative to the center of an 80 mm long, 15 mm wide detector. 
Because of limited space, the distribution tz: is not shown 

here; it is the least critical of the fitted parameters. 

of 0.05 and  0.17 mrad for all detectors in the two 
halves of the support structure. Such a common offset 
can be in terpreted as a relative twist of the end pieces. 
The errors on the al ignment  parameters  were ~ = i 
ixm, and o-: = 3 p.m, o ' ( a x ) =  0.05 mrad, t r ( a : . )=  0.02 

mrad, and  o(o¢:) = 0.30 mrad.  
The  contributions of the detector  misal ignment  to 

the overall  measurement  error of  the SSVD due to the 
2 mm uncertainty in the extrapolated track position 
along the z axis was relatively small. For instance,  
a x = 2.5 mrad  and a:. = 0.5 mrad  would each con- 
tribute an error of 1 p.m. The  effect of the bow term A 
can be t ranslated to a max imum vertical d isplacement  

at the ends of the detector (: = ± 411 mm) relative to 
the center at : = It. A value of 5ll ~m ~ould  ¢~mtributc 
less than ll,5 txm to the re'trail measurement  error. 
Most of the detectors have much ~maller bow.s. Simi- 
larly, the cfl'cct of the twist term B can bc tran~!atcd t,) 
a maximum disph |ccmcnt  of the corners of the dct¢~:tor 
(z  = +40  ram, x = :1:7.5 ram) relative to the ~ n t e r  
with z = x  = 0. The  effect of  the twists was much 
smaller than that o f  most of the measured  bows, Fig, 
,~/shows the worst example of a detector  with bow and 
twist, The fit has  rather  large residuals  and suggests 
the presence of  a third order  term, However, the 
maximum excursion of 21):L 9 i.tm was not considered 
important. 

Z3. X.ray al igmncnt  

The problem of determining the alignment parame- 
ters from the X-ray measurements  was similar to the 
general one of computing the a l ignment  degrees of 
freedom for any detector, given both the particle tra- 
jectories it measured  and those measured  in some 
external tracking system to which it was to be aligned. 
The external t racking system in this case was a set of 
precision stages that controlled the posit ion and orien- 
tation of the SSVD, and the particle trajectories were 
those of the X-ray beam at the different  stage settings. 
The formulat ion of a fitting procedure for the align- 
ment parameters  in this particular problem was dis- 
cussed in detail elsewhere [30]; here a review of the 
method and results of the X-ray survey of the SSVD 

arc given. 
The setup for the X-ray al ignment  measurements  is 

shown in fig. 28. One  half of the support  structure is 
mounted on a replica of the SLC vacuum pipe seg- 
ment. The vacuum pipe was connected  to a rotation 
stage which was mounted on an assembly of three 
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Fig. 27. Detector shape measurement for the detector with 
the worst bow and substantial twist. The two data sets repre- 
sent the vertical (y) coordinates of the surface recorded along 
z for the first and last strips of the detector. The two lines 
give the fitted shape, y = Az 2 + Bxz with A = 94x 10-6/mm 

and B = 65× 1 0 - ' / m m .  
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linear stages, Each stage was driven by a computer 
controlled stepping motor and could bc positioned 
with an accuracy of I -2  ;xm. 

The rectangular structure in the center of the pho- 
tograph housed the X-ray tube. The tube contained a 
water cooled tungsten target and was operated at a 
potential of 60 kV and a current of 25 mA, The X-ray 
beam was filtered by 0,8 mm of aluminum to attenuate 
the low energy end of the spectrum. The size of signal 
produced by the resulting beam in a silicon detector 
was fairly uniform as a function of the X-ray energy in 
the range of 15 keV to 50 kcV. About 30% of the 
beam was absorbed in passing through a detector and 
its associated cable. 

To collimate the X-ray beam, a pair of 3 mm thick 
tungsten slits was mounted on the bottom of a hollow 
brass cylinder that was attached to the X-ray tube 
housing, The collimator had a 50 Ixm × 2 mm opening 
which was oriented to be parallel to the detector strips. 
Given the length of the brass cylinder and the size of 
the X-ray source, a beam width of less than 100 Ixm in 
the x dimension was produced at all three module 
layers with the outer shell of the module housing 
placed a few mm below the collimator. The ccntroid of 
the X-ray beam was reconstructed to an accuracy of 
about 1 Ixm in x. 

Before the alignment procedure began, a number of 
measurements were performed to verify that the stages 
were working properly. For example, the x stage iin- 

carity was checked by fitting the reconstructed beam 
position as a function of stage location. The rms of the 
residuals from these fits was generally i -2  ~m for a 
distance of travel of approximately 15 mm. Also, the 
slope determined from the fits was equal to unity to 
within one part in 10 4 which verified to this level both 
the scale of the stage and the spacing of the detector 
strips. In addition, measurements were also done to 
determine the trajectory of the beam in the reference 
frame of the stages. 

Following the completion of these tests, alignment 
data were taken for one module at a time. Each 
detector was first centered below the collimator using 
the rotation stage. A sequence of scans of the type 
shown in fig. 29 was performed at five z locations. The 
settings of the stages together with the reconstructed 
beam positions were recorded. This process took about 
20 min and was executed totally under computer con- 
trol. It was then repeated until all 18 detectors in a 
given module housing had been measured. 

The data obtained for each detector were used to fit 
the five alignment parameters and two shape parame- 
ters described earlier. The residuals from the fits, i.e. 
the deviations in x of the reconstructed beam positions 
from those predicted on the basis of the fitted parame- 
ters, had rms widths in the range of 2-4 lxm. The 
repeatability of the alignment procedure was tested by 
measuring both halves of the SSVD two or three times. 
For each half, the measurements were made several 

Fig. 28. Setup for the X-ray alignment, including precision translation and rotation stages, and the X-ray tube with the collimator, 
The detector modules installed in the SSVD support structure are prototypes for mechanical tests. 
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t 

Fig. 29. Illustration of the positions and orientations of the 
detector [thick bar) relative to the X-ray beam (vertical arrow) 
during the alignment procedure. The axis of rotation is marked 

by the crossing of the two thin lines. 

weeks apart with the housing detached from and then 
remounted on the vacuum pipe. To compare these 
measurements,  it was necessary to fit for a global 
transformation to account for the small differences in 
the reference coordinate systems. A comparison of the 
x and y positions of the detector centers showed 
residuals that were generally consistent with the ex- 
pected errors: 2 ixm in x and 10 la, m in y. Howcvcr, 
for one half of the SSVD, it appeared that two of thc 
detectors near one of its edges had moved by about 8 
l.tm at the cable end of the detector. A probable 
explanation is that the cable clamp, which was weakest 
ncar this cdgc, allowed the flexiblc cabics to move 
during the transfer to or from the vacuum pipe, and 
that the resulting force moved the modules. 

Another  effect that was observed during these tests 
was an apparent  twist about the z axis of the each of 
the two halves of the SSVD. To match the x and y 
data at all z values, a term allowing for a common 
shift in ce,. was required. The observed twists were 
equivalent to rotational offsets of 0.3 and 0.6 mrad of 
one end of the detector housing relative to the other. 
Such global shifts were not observed when the detector 
housing remained attached to the vacuum pipe be- 
tween measurements. The obse~wcd twists might have 
been caused by an ovcrconstraincd mount of the detec- 
tor housing or the cable clamp to the vacuum pipe. 

7.4. Summat3' o f  detector alignment 

In summary, the optical alignment procedure using 
fixed fiducials for transformations bctwccn reference 
frames produced very good measurement accuracy in 
three dimensions. Similarly, the X-ray survey resulted 

in accurate and reproducible data. A detailed ct~mpari- 
son ot" the results .sh(~w'ed systematic differences that 
were larger than the estimated measurement errors of 
either of the procedures. The cause for these differ- 
enccs is not understood. Potential problems could have 
arisen from the limited rigidity and limited precision of 
the light weight support structure. During the optical 
survey, the installation of the second and third layer 
could potentially have dislocated or bowed some of the 
detectors that had been inserted and measured before. 
Also, the outer  thin shell and the rf shielding were not 
attached during the optical measurements and their 
installation could have exerted forces on the structure, 
possibly causing shifts or twists. 

Many of the stability and rigidity problems could 
have been avoided with a support structure that was 
made of a single cylindrical piece and was mounted on 
the vacuum pipe prior to installation of the detectors. 
This solution was not practical for this experiment. 
Such a scheme would have also eliminated the need to 
detach the cable clamp and thereby risk pulling on 
individual modules during transfer of the loaded struc- 
ture to another pipe. 

7.5. Tile CDM s),stem 

To monitor changes in the position of the SSVD 
with respect to the surrounding vertex drift chamber, a 
system of capacitive sensors [33] was installed on the 
outsidc of the SSVD support structure. This system 
cmploycd commcrciaily-produccd scnsors and elec- 
tronics [34] and was capable of measuring position 
changes to the level of a few M.m. The capacitive 
displaccmcnt measurement (CDM) system detected 
changes in capacitance between sensors and electri- 
cally grounded pads. The system measured the voltage 
drop acros'- gap using a constant ac current source of 
a precisely controlled frequency, and a low capacitance 
narrow band-pass amplifier tuned to this frequency. 
The ac voltage from the sensor was rectified and fil- 
tered to produce a dc output voltage in the range of 
0-13 V. The dc voltages were digitized with an accu- 
racy of 1 mV and recorded via CAMAC. 

The design of the system is illustrated in fig. 30, 
which shows the placement of the sensors and ground 
pads. The sensors wcre rcccsscd in thc walls of the 
aluminium extensions to .u~.ttz~. o u t e r  .-~tz~.Li.'~chall¢ ,~tFut I.h,.~tkt... . . . .  ~q~Tl '~  

support structure. The ground pads were epoxied to 
the beryllium inner wall of the VDC. The pattern of 
the copper pads was etched from a copper-coated 
kapton laminate of 0.5 mm thickness. To measure thc 
six degrees of freedom that define the placement of 
each half of thc SSVD relative to the VDC, seven 
sensors (plus three spares) were installed on each half 
shell, two each for x and y. one for z. and to enhance 
the scnsitivity, two for a . .  the rotation around the 
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Fig. 30. Placement of the CDM sensors (shaded circular 
spots) and copper pads (hatched regions) (a) in the x - y  
projection, viewed from the direction of the positron beam 
(south) and (b) in an rtb-z projection, viewed from the 
beam-beam interaction point. The sensors labeled x (y) 
measured translations parallel to the horizontal (vertical) axis 
and by comparison of the readings at the two ends, rotations 
about the vertical (horizontal) axis. The z sensor measured 
translations parallel to the longitudinal axis, while the two 
sensors marked a.  detect rotations about the longitudinal 
axis. The locations of the spare sensors are marked by open 

circles. 

z axis. Three spares were added to backup the z and 
a :  sensors, in case a large misalignment of the pads 
and sensors occurred during installation. 

Translations along the x and y axes and rotations 
about those axes wcrc derived from measurements of 
changes in the gaps between the sensors and ground 
pads. Thus the x and y sensors fully overlapped the 
pads. A typical calibration curve for a gap measure- 
ment is shown in fig. 31a. For gaps of up to 1 mm the 
response was linear with a slope of 3.70 V/mm,  for 
larger gaps the response decreased monotonically. The 
sensors had to be precisely calibrated to retain a preci- 
sion of better than 1 Ia.m. 

To sense displacements parallel to and rotations 
about the z axis, motions of the sensors parallel to the 
pads had to be measurcd. In this case, the change in 
capacitance was caused by a change in the overlap of 
the sensor and the ground pad, and was greatest when 
the edge of the ground pad was approximately cen- 
tered on thc scnsor. Fig. 31b shows the variation in 

voltage as a function of the parallel displacement of 
the sensor relative to the edge of the ground pad for an 
insulator thickness of 0.5 mm and a gap of 1.35 ram. 
The slope of 0.167 V / m m  indicates that a 1 mV error 
in the voltage measurement would result in a position 
error of 6 I~m. Since the measured sensor voltage is a 
function of both the gap size and the pad overlap, and 
the sensitivity to overlap changes is only 1/20 of that 
of gap changes, measurements derived from these 
probes have much larger systematic errors than the 
measurements of motion perpendicular to the gap. 

Prior to installation, the entire system was cali- 
brated in a setup that simulated the geometry of the 
cylindrical walls of the silicon detector and vertex drift 
chamber, allowing accurately-measurable motions (to 2 
I~m precision) in all six degrees of freedom. During the 
operation in the Mark II detector, two additional sen- 
sors with a fixed gap of 1 mm with respect to a ground 
pad were used to monitor the stability of the electronic 
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readout. To avoid random pickup on the 15 kHz clock 
signals, the sensors at the two ends of the SSVD were 
pulsed separately rather than driven by a common 
clock. 

A sample of measurements illustrating thc perfor- 
mance of the CDM system over a period of four days is 
shown in fig. 32. Several features are apparent from 
these data which were recorded after installation of the 
SSVD in the Mark II detector. Substantial changes in 
positions and angles occurred when the large Mark II 
solenoidal magnet was turned on or off. This is not 
surprising since some of the vacuum pipe supports 
were attached to the steel endcaps that had been 
observed to move by as much as I mm when the 
magnet was powered up. Anothe~ feature of the data 
are the diurnal variations which were largest in thc 
vertical direction (on the order of 20 Ixm). There are 
two contributions to these variations, one from actual 
motion of the detector, the other from shifts in the 
CDM voltages due to temperature variations. The fixed 
sensor measurements indicated that temperature varia- 
tions caused common voltage shifts at the level of a few 
mV which corresponds to a change of about 0.5 p.m (12 
~m) in the transverse (longitudinal) position. This is 
consistent with a comparison of data from the lower 
and upper half of the SSVD which show rms differ- 
ences in the vertical and horizontal displacements at 
this level. This observation places a limit not only on 
the real differences in motion, but also on systematic 
effects on the CDM amplifiers duc to tcmpcraturc 
variations. The angular motion about the transverse 
axes was derived from differenccs in thc readings of 

sensors sept. ated by 15 cm, thus a rotation of 10 p, rad 
corresponded to a relative gap change ol !.5 p.m. The 
angular motion shown in fig. 32 is less than 1(} p.rad 
over the monitored period of 80 h following the mag- 
net tt~rq :~::. For the ,: and .:,. measurements, the rms 
spread of thc data in fig. 32 is comparable to the 
estimated systematic errors of 10 p,m and 100 p, rad. A 
rotation of 100 l.trad corresponds to a 4 I.tm azimuthal 
displacement of the sensors relative to the edge of a 
ground pad. 

In summary, based on the CDM system there is 
evidence for a diurnal transverse motion of the vacuum 
13ipe of approximately 20 ixm, and no evidence for 
s=gnificant rotations or longitudinal motion, except for 
instabilities caused by the turn on of the Mark Ii 
magnet. Over the course of several months slow drifts 
on the order of 20 p.m were observed. Systematic 
errors in the measurement of transverse displacements 
were estimated to be 0.5 p.m over periods of several 
days and less than 3 p.m over several months. 

Since relative changes in position were the principal 
concern, the detector motions were referenced to an 
initial reading. Due to removal of the detector endcaps 
during the course of the run, the reference readings 
had to be reestablished several times. 

8. O p e r a t i o n  in t h e  M a r k  II at  SL~S 

The SSVD detector was installed on the vacuum 
pipc and inscrted into the Mark II detector in Dcccm- 
bcr 1989. Following a two wcck engineering run in 
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January 1900, data were recorded intermittently during 
the months of July to November of the same year. 
Since machine studies were given priority during this 
run, the colliding beam operation was frequently inter- 
rupted. The total integrated luminosity was 10.1 ± ().7 
nb i yielding 269 hadronic and 25 Icptonic decays of 
the Z °, The data set was partitioned into three sam- 
ples, each sample starting with a major disturbance of 
the vacuum pipe and thus requiring a redetermination 
of the location o f  the SSVD relative to the outer 
tracking systems. The samples, denoted as I, II, and 
III, contained 37, 84, and 173 Z ° decays, respectively. 

& 1. Beam background and radiation dose 

During operation at the SLC, beam background 
rates varied strongly depending on the steering and 
focussing of the beams. The machine parameters were 
adjusted so as not to severely affect the operation of 
the Mark II detector elements. The occupancy in the 
SSVD, defined as the fraction of channels with a pulse 
height greater than 1.5o- i was on average 2.5% for 
events containing a hadronic Z ° decay. For randomly 
triggered events with and without beams colliding at 
the interaction point, the average occupancy for the 
SSVD was 1.7% and 0.005%, respectively. During ma- 
chine studies and periods of machine tuning much 
higher instantaneous background rates were experi- 
enced. 

Several thermoluminescent dosimeters were at- 
tached to the SSVD housing on both sides of the 
interaction region during the operation of the detector. 
The measured absorbed doses dcpended on the loca- 
tion of thc monitors; they varied between a minimum 
reading of 62 rad and a maximum of 127 rad on thc 
detector ends facing the incoming electron and positron 
beams, respectively. These levels of radiation were 
substantially lower than expected during the commis- 
sioning of the SLC. They were also well below the 
levels at which noticeable changes in the operation of 
the Microplex chip were expected. 

&Z Voltage and current monitoring 

The detcctor bias voltages and leakage currents, as 
wcll as various supply voltages for the Microplex circuit 
that were critical for the performance of the SSVD, 
were monitored continuously. A description of the 
monitor system is given in section 5.4. 

With the exception of one module, the Leakage 
currents increased by less than 1 p.A over a period of 
five months. During the same period, the average 
single-channel noise for all modulcs increased by about 
5~.  The maximum variation of the single-channel noise 
throughout the data taking was about 25c;~. The aver- 
age pulse height per charged track was stable to better 

than 5%, indicating that the gains per channel rc- 
maincd essentially constant. 

8.3. Pedestal stability 

Pcdcstals werc measured and recordcd approxi- 
mately every eight hours, and were updated event-by- 
event by the BADC. During a typical two-hour run, the 
rms of the pedestal shifts of individual channels was 
less than one-half of the single-channel rms noise. 
Over the total data taking period of five months, the 
average of the maximum pedestal change per channel 
was comparable to the pulse height resulting from a 
minimum-ionizing particle. This observed pedestal sta- 
bility indicated that the various control signals and 
supply voltages upon which the pedestals depended 
were very stable. 

On a few occasions, the pedestals of all strips on 
one or two modules underwent sudden shifts by 400 or 
more BADC units corresponding to three times the 
average signal for a minimum ionizing particle. The 
pedestals of all channels of an affected module changed 
by approximately the same amount, except for onc 
case, when alternate channels experienced pedestal 
shifts of opposite polarity. On nine occasions, the 
pedestals decreased from their nominal values, and on 
three occasions, the pedestals of these modules shifted 
back to the their original values after they had re- 
mained low for as long as several months. The pedestals 
of three other modules returned to their original values 
within a few hours after the initial shift. No increase in 
the detector leakagc currents was observed in conjunc- 
tion with the pedestal shifts, and the operation of all 
but two modules remained unaffected. For these two 
modules, the noise, gain, and signal-to-noise ratio dc- 
creased substantially after the drop in pedestals, such 
that for roughly 10% of the strips, the signal-to-noise 
ratio fell below 10. One of these two modules experi- 
enced a second pedestal shift two months after the first 
and its pedestals, noise, gain, and signal-to-noise ratio 
all returned to their original values. 

A total of twelve incidents affecting six different 
modules were observed. Nine of them occurred imme- 
diately after significant beam losses were recorded 
near the interaction point. One occurred after several 
days of machine operation with unusually high radia- 
tion levels. For the remaining two incidents, no record 
of the radiation levels near the detector was available. 
The radiation exposure of the SSVD preceding these 
shifts is not precisely known, but was most likely only a 
few rad. Of the six affected detector modules, four 
were located in the first and two in the second layer, 
and all but one near the horizontal plane, i.e. at 
locations were the radiation dose was largest. 

There were many incidents of comparable exposure 
to beam background, instantaneous and extended, 
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Table 2 
Summary of the detector channels that were not read out 
because of failure to meet the performance criteria. The 
numbers are to be compared to a total of 18432 channels for 
36 detector modules 

Item Problem Numberof Fraction N,h f 
channels of data 
N~. h lost 

.f 

1 thin cable damage 5 ! I 1.00 51 I 
2 external cable damage 511 (I.62 315 
3 guard ring wiring 36 1.0II 36 
4 detector edges 296 ! .(l[} 206 
5 pedestal shifts 1533 0.03 49 
6 low signal/'noise 214 l.(ll) 214 
7 diode failure 64 (I.88 56 

sum items 3-7 2145 11.3(I 647 

without any noticeable pedestal shifts. The mechanism 
responsible for the observed pedestal shifts is not un- 
derstood. 

8.4. Failing detector strips and readout channels 

During the course of the data taking, the perfor- 
mance of the readout channels was monitored regu- 
larly. The channels that failed to meet the performance 
criteria were labeled as bad in the BADC database and 
excluded from readout. Table 2 lists the various failure 
modes, the number of channels affected, the fraction 
of time during which the channels failed, and the 
average number of channels failing during the course 
of the run. A few words of explanation are warranted 
here: 

1) On one of the detector modules, the trace on the 
thin cable that carried the detector voltage broke dur- 
ing installation. As a result, this detector could not be 
operated. 

2) One of the external cables was cut during the 
removal of the Mark II endcaps and developed an 
electrical short circuit that rendered the module unus- 
able for the rest of the data run. 

3) The bonding pad for channel 512 on all modules 
was purposely connected to the guard ring rather than 
an amplifier, thus the number of strips per detector 
connected to the readout was 511. 

4) Typically the fivc strips closcst to each of the 
detector edges exhibited large leakage currents and 
poor signal/noise ratios and were labeled as bad. The 
increased noise was attributed to charge collection 
near the guard ring. As a consequence, the effective 
active width of the detectors was reduced by 0.25 mm 
to 9 1 - 9 2 ~  of the total detector width. 

5) The sudden large pedestal shifts described ab~we 
resulted in a loss of data for a few hours at a time, 
until the pedestal change was recorded in the BADC 
database. 

6) In addition, 214 isolated channels were found to 
have poor signal/noise pcrh~rmance. Most of these 
channels were identified in the course of the gain 
calibrations performed with the 24hAm source prior to 
installation. About 20% of the failures occurred in 
exactly the same location on the detectors for layer III, 
and thus were attributed to a mask defect in the 
detector fabrication. 

7) Three of the 35 operating modules developed 
one or two regions of eight or more adjacent strips 
with very large negative pedestals. No measurable in- 
crease in the detector leakage current was found in 
connection with these failures. The cause of the prob- 
lem is not known, but the observed features resembled 
those caused by a decrease in the interstrip resistance 
due to the accumulation of electrostatic charge on the 
detector surface. Three of the four defects developed 
during the first operation of the detectors at the SLC; 
one was already present during the initial module tests. 

In summary, two of the 36 detector modules had 
damaged data cables that caused complete failure. Of 
the remaining 34 modules with 17408 readout chan- 
nels, on average 647 were not operational. Only 1.6% 
of all channels failed because of detector defects or 
malfunctioning electronic circuits. 

9. Track reconstruction in the SSVD 

Charged particle track reconstruction began in the 
two wire chambers surrounding the silicon strip vertex 
detector. The central drift chambcr (CDC), which had 
been in operation at SLC prior to the installation of 
the vertex detectors, had 72 layers of signal wires and 
extended from 19.2 to 151.9 cm in radius [5]. The 
position resolution per wire averaged over the drift cell 
was measured to be 170 lxm. The CDC was well tested 
and programs for pattern recognition and track fitting 
were well understood [35]. The vertex drift chamber 
(VDC) consisted of 10 jet cells with 32 active signal 
wires at radii between 5.1 and 16.6 cm. The jet cells 
wcrc tilted by about 15 ° relative to the radial line to 
facilitate the resolution of the anabiguity in the drift 
dircction, to provide a large sa,,,v,,.!~ of . . . . .  t,,,,.~s~' crossing 
the cathode plane for calibration purposes, and to 
avoid losses duc to tracks close and parallel to a wire 
plane. The chamber was operated with a 92%-8% 
mixture of CO, -e thane  at ,:" bar [6,7]. On the basis of 
high energy cosmic rays, the position resolution of 
tracks extrapolated to the center of the detector was 
measured to be 35 ixm and the angular resolution was 
{1.5 mrad. These values are roughly 305~ worsc than 
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expected. To assure a reliable measurement of the 
track parame,ers, all tracks were required to have at 
least 25 of 72 possible hits in the CDC, and at least 15 
of 32 possible measurements in the VDC. 

Fig. 33 shows a two-jet decay of the Z n as recorded 
in the vertex detectors. The raw signals, including 
signals generated by beam background, are displayed. 
The high momentum charged particle tracks originat- 
ing from the beam- be a m  interaction point are clearly 
recognizable both in the VDC and the SSVD. Though 
the azimuthal gaps between the silicon detectors lead 
to geometric losses, the high efficiency of the detectors 
is apparent. Only a small fraction of the pulse height 
clusters in the SSVD are not associated with tracks 
reconstructed in the outer  chambers. 

To check for errors in the tracking algorithms, and 
to obtain a better understanding of the performance of 
the vertex detectors a Monte Carlo simulation of the 

data was performed. This simulation included not only 
the production and hadronic decays of the Z °, and 
subsequent particle decay and multiple scattering [36] 
in the beam pipe material and the detectors, but also 
detector geometry with alignment error for individual 
modules. Other parameters, such as the position reso- 
lution and detection efficiency, taking into account 
losses due to malfunction of individual strips, were 
derived from the data and included in the simulation. 
Effects of beam-related background hits were simu- 
lated by overlaying Monte Carlo generated events with 
events recorded with random triggers. Also, the effect 
of the transverse motion of the beam-beam interaction 
point was taken into account by introducing a Gaussian 
beam profile with a width corresponding to the experi- 
mentally observed value. On the basis of simulated 
event samples, the impact of different effects on the 
track reconstruction could be studied. 
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Fig. 33. Display of a reconstructed Z ~ decay in the Mark ii vertex detectors, with the SSVD in the center and the VDC 
surrounding it. showing the digitizations in (a) the SSVD and one half of the VDC. and (b) a small section of the SSVD. Charged 
tracks that have been reconstructed in the CDC are marked as straight lines originating from the beam-beam interaction point. 
Due to the ambiguity in the direction of the drifting charge, all hits in the VDC, marked as dots. are plotted twice. A large fraction 
of the hit~ were generated by beam background. For the SSVD. the recorded pulse heights per strip are indicated in the fi)rm of 

small histograms on the detectors. 



1 0 0  In the following, the procedures for track finding 
and track fitting in the combined tracking system are 
discussed. This involves the association of the signals 
detected in the SSVD with tracks extrapolated from 
the outer chambers, the global survey of the SSVD 
relative to the other tracking devices, and the internal 
alignment of the individual modules of the SSVD. 

9. I. Cluster f inding 

A charged particle traversing a silicon strip detector 
ionized the silicon along its path. The point of impact 
of the particle, measured at the detector mid-plane, 
was determined from the centroid of the collected 
charge distribution, defined as the pulse height 
weighted average strip position. Operationally, a clus- 
ter was defined as a group of contiguous detector strips 
with a pedestal corrected pulse height per strip of 
more than 1.5o.~ where o.; is the rms noise of the 
individual strips. In addition, at least one strip per 
cluster was required to have a pulse height grcater 
than 5o-,. Clusters adjacent to, or containing known bad 
strips, were excluded from the analysis. 

To identify clusters that were generated by two very 
closely spaced tracks, all clusters were examined for 
dips in their pulse height profile. If a pulse height dip 
with a significance of more than 1.5o. i was observed, 
thc clustcr was divided into two, provided each half 
included at least one strip with a pulse height grcatcr 
than 5o',. The puisc height of thc central strip bctwccn 
the two halves was shared cqually bctwccn the result- 
ing pair of clusters. This algorithm was expected to 
work wcll for track separations of two or morc strips. 
Thc algorithm resulted in offsets of both half-clusters 
by a few lxm, and the offsets increased with smaller 
track separation. On averagc, roughly 1% of all tracks 
were affected by merged clusters. 

On average, the number of pulse height clusters 
detected per  Z ° event was 2.8 per detector module. 
For random events with and without bcam, there were 
1.7 and 0.003 clusters per module, respectively. Thc 
latter value is of the order of magnitude expcctcd for 
clusters generated by the detector noise given the 5o-, 
threshold cut. While there was on avcragc about one 
Z" associated track per modulc, jct-likc Z ° events 
caused a much higher density of tracks locally. 

Distributions of the number of strips and pulse 
heights per cluster arc given in fig. 34, scparatcly for 
clusters that are, and that are not, associated with 
charged particle tracks. Track-associated clusters tend 
to be narrower and have less of a variation in pulse 
height than background clusters. Most of the back- 
ground clusters were generated by photons and charged 
particles that originated from photons created by inter- 
actions in one of the beam masks or the vacuum pipe. 
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Fig. 34. Distribution of cluster pulse heights and the number 
of strips per cluster for clusters that are ((a), (b)), and are not 

((c), (d)), associated with a track. 

These dominantly low energy particles traversed the 
detectors at large angles, leading to large energy depo- 
sitions in thc SSVD. While there arc marked differ- 
ences between the distributions for background and 
track generated clusters, the differences are not large 
enough to permit a clear distinction on a cluster by 
cluster basis. 

A measurement of the signal-to-noise ratio for mini- 
mum ionizing particles was derived from the observed 
pulse height di::tribution for track associated clusters. 
This ratio was defined carlier as the total cluster pulse 
height dividcd by thc rms noise of a single channel. 
Here, the average of the noise of all strips forming the 
cluster was used. Fig. 35 shows the signal-to-noise ratio 
distribution for clusters associated with tracks of more 
than 0.5 G c V / c  transverse momentum. The data were 
averaged over all detector modules. The cluster pulse 
heights were corrected for non-relativistic momenta 
and non-normal incidence. All tracks were assumed to 
have pion mass, even though roughly 10% of the tracks 
in this sample were expected to be kaons or protons. 
The most probable ratio is comparable to the value of 
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Fig. 35. Measurement of the signal-to-noise ratio fl)r charged 
tracks, corrected for non-normal incidence and non-relativis- 

tic e!'fcc!s. 
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17,6 expected on the basis of the measurements per- 
formed with the -'amAin source prior to installation. 

9.2. Track finding 

The initial estimate of tile five parameters (1 /  
P.~.,,, qb, tan A, b,.,., b ,)  that define a track was obtained 
from a fit to the CDC and VDC data. Here P , r  is the 
component of the track momentum transverse to the 
beam and the direction of the magnetic field, ,b is the 
azimuth angle, A is the dip angle relative to the x-y  
plane, b.~. r is the distance of closest approach to the 
origin in the transverse plane, and b: is the z coordi- 
nate of the track at the point of closest approach in the 
x -y  plane, 

For the purpose of associating hits in the SSVD 
with the tracks reconstructed in the CDC and VDC a 
least-squares fit was performed [37,38]. In addition to 
the five track parameters  measured in the outer wire 
chambers, the transverse distances of closest approach 
of the projected tracks to.the SSVD hits were input to 
this fit. For three SSVD hits, a 8 x 8 covariance matrix 
was formed from the 5 × 5 covariance matrix provided 
by the track fit and the 3 ×  3 error matrix for the 
SSVD hits. Multiple scattering errors were added for 
each layer of material in the tracking volume which 
affected the measured hit positions. A list of the mate- 
rial contributing to the multiple scattering, including 
the vacuum pipe, the SSVD and the VDC is given in 
table 3. The multiple scattering introduced correlations 
between measurements in the individual layers of the 
SSVD and the track parameters. The fit resulted in an 
improved set of track parameters and corresponding 
eovariancc matrix. Sincc the SSVD did not measure z 
coordinates, the new fit had little effect on A and b,. 
Also, the momentum measurement was not improved 
significantly. 

Operationally, the tracks were extrapolated into the 
SSVD volume and all possible combinations of clusters 
within a distance of about 1 mm from the extrapolated 
track werc taken as candidates for associated signals. 
The selection of clusters was done sequentially, trying 
to maximize the number cf SSVD hits associated with 
a track. Sets of three, two, and one clusters were tried, 
and the set with the largest number •f clusters and the 
best match to the track, i.e., the lowest A,2/dof, was 
sciccted, provided it fulfilled the condition k ' ' / d o f  < 5. 
Herc dof rcfcrs to the number of degrecs of frccdom, 
and equals the number of clustcrs per set. Clusters 
were not allowed to be associated with more than one 
track. In case of an ambiguity, the track with the higher 
momentum was selected. 

The selcction procedure was designed to assurc the 
correct association of the SSVD hits with the external 
tracks while maintaining a high track finding efficiency. 
A cut of x : / d o f  > 5 was expected to reject 2.5% of 

Table 3 
Thickness of material (in mm and units of radiation length 
Xo) in the vertex tracking system, including the vacuum pipe 
with the wire profile monitor and beryllium walls of the SSVD 
and VDC. The frames for the wire monitors are mounted 
inside the vacuum pipe and cover roughly 11% of the az- 
imuthal acceptance 

Item Material Radius Thickness Thickness 
[mm] [ m m ]  X / X o  

[%1 
Wire monitor frame AI 23.7 0.8 0.90 
Beam pipe Cu 25.0 0.025 0.17 

A! 0.483 0.54 

SSVD inner shell 
SSVD modules 

layer ! 

Be 27.6 0.38 0.11 

Si 29.4 0.315 0.335 
Cu 0.012 0.084 
kapton 0.15 0.052 
epoxy 0.075 0.025 

SSVD modules 
layer !1 total 33.7 0.5{) 

SSVD modules 
layer III total 38.0 0.50 

SSVD outer shell Be 41.0 0.38 0.11 

VDC inner wall total 44.0 1.76 0.85 
VDC active region Cu 0.08 0.60 

Gas 130 0.12 
VDC outer wall total 180 5.32 

single hit, 0.7% of two-hit and 0.2% of three-hit fits, 
provided the correct measurement errors were used. 
Clusters affected by background hits and tracks poorly 
measured in the outer wire chambers lead to addi- 
tional losses. A Monte Carlo simulation taking into 
account beam generated background, bad strips in the 
SSVD, the alignment procedure for the SSVD, and 
realistic tracking errors in the VDC agreed reasonably 
well with the measured multiplicity of hits in the SSVD 
as shown in table 4. Not included in the table are the 
approximately 6% of all tracks found in the outer 
chambers which ended up without any SSVD hits. 

To determine the efficiency for detecting a charged 
particle traversing a single silicon detector, all combi- 

Table 4 
A comparison between the data and the Monte Carlo simula- 
tion fi~r the number of clusters in the SSVD associated with 
charged particle tracks of more than 150 MeV/c transverse 
momentum. The numbers represent the fraction of all tracks 
with at least one associated hit in the SSVD 

Number Fraction of tracks [%] 
of hits 

Data Monte Carlo 

i 17+2 15 
2 57 + 2 59 
3 96 + "~ 26 
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nations of cluster pairs for tracks with two or more 
clusters were considered. For the straight line defined 
by a pair of hits, the position of impact on a detector in 
the other layer was calculated. To avoid known incffi- 
ciencies, this detector had to be free of any known bad 
readout channels within at least 10 strips of the pro- 
jected track impact. In addition, to avoid confusion and 
effects of background hits, all tracks in the sample 
were required to be separated from any other track by 
at least 15 mrad in azimuthal angle, and each cluster 
had to be separated from any other cluster by at least 
30 strips. A sample of 731 pairs of clusters satisfying 
these conditions was found. Of these pairs, 730 had a 
cluster located within 3 strips from the projected posi- 
tion. Thus with these criteria, the efficiency for detect- 
ing a charged particle was 99.9 + 0.1%. At the position 
of the missing cluster, a strip with a pulse height of 4o" i 
above pedestal was found, just failing the 5o', pulse 
height cut. 

9.3. Alignment based on tracks 

The individual silicon detector modules in each of 
the two halves of the SSVD were surveyed optically 
and with a collimated X-ray beam prior to installation 
in the Mark II (see section 7). It was hoped that the 
only task remaining after the installation would be the 
global alignment of each half with respect to the over- 
all coordinate system of the Mark II. However, as soon 
as tracks were available it became apparent that a 
global alignment alone would not be sufficient to lo- 
cate the individual modules to the needed accuracy. 
Consequently, charged particle tracks had to be used 
not only to determine the global alignment, but also to 
check and correct the alignment constants for individ- 
ual detectors. In addition, any motion of the SSVD 
relative to the surrounding VDC was monitored by the 
CDM system (see section 7.5) during the data taking. 
The observed changes were taken into account, though 
they were small compared to the sensitivity of the track 
fits to global changes in alignment. 

The position of each of the two halves of the 
support structure can be described in terms of three 
positions and three angles. They are defined in the 
Mark II coordinate system, with z pointing in the 
direction of the electron beam, x horizontal and y 
vertical. The global offset in z did not need to be 

i 
precisely known and it was derived from the measurcd 
tracking efficiency rather than a fitting procedure. As 
described earlier and illustrated in fig. 25, seven pa- 
rameters define the orientation and position of each 
detector relative to its nominal position in the support 
structure: three angles, ~x, ~ , ,  and a~, and two linear 
offsets, Ax and Ay, plus two shape parameters ac- 
counting for a bow and a twist. Since the strips run 
parallel to the z axis, no local offsets A z are needed. 

The global and local alignment constants were de- 
termined by a least-squares fitting procedure that mini- 
mized the distances and angles between the tracks 
rcconstructed in the wire chambers and the track seg- 
ments in the SSVD. Since the hits in the SSVD had to 
be selected by projecting tracks reconstructed in the 
outer wire chambers into the SSVD, the alignment and 
hit selection were iterative procedures. However, the 
process converged quickly due to the excellent resolu- 
tion and granularity of the silicon strip detectors and 
the position and angular precision of the VDC. Ap- 
proximately 2100 tracks with transverse momenta 
greater than 0.5 G e V / c  and with hits in at least two of 
the three SSVD layers were used in the alignment fits. 
Roughly a third of the selected tracks had hits in all 
three layers of the SSVD. 

To formulate the alignment procedure, the follow- 
ing variables were introduced [38]: for-tracks with hits 
in layers j and k, 

Abjk =- ( ~j + ~k ) / 2 ,  

Af~jk =-- ( ~j -- ~k ) / Arjk,  

and for tracks with hits in all three layers, 

Ab!23 - (~:l + ~:2 + ~3) /3 ,  

A6123 - (~:! - ~:3) /Arl3 ,  

A 6  = ( ~ 1  - 2~c2 + ~:3)/2- 

The variables ~:j are the miss distances between the 
extrapolated position of the track measured in the wire 
chambers and the measured hit in layer j of the SSVD. 
The radial distances between different layers of the 
SSVD are denoted by Arjk. The variables Abj~ and 
A~b~ k are most sensitive to the transverse position and 
angle of the track, while the variable A6 measures the 
intermodule alignment and is relatively insensitive to 
the global alignment constants. 

The alignment constants were determined by fits 
that minimized the sum of the squares of the relevant 
A variables, divided by their measured variances. The 
sum included all tracks with two or more hits in the 
SSVD. Correlations between the Abjk and A~bjk vari- 
ables for a given track were not included in the X 2, 
since their effects, averaged over all tracks, tended to 
be small. Fits were performed separately for the global 
and local alignment constants, and 2-3 iterations were 
neccssary to dctcrminc a consistent set of constants, 
indicated by values of a , : /dof  close to unity. The five 
global constants per detector half were fit separately 
for each of the three running periods; only one set of 
local constants was used for the entire data sample. 

For the local alignment, the three most significant 
parameters were the transverse and radial offsets, Ax 
and Ay, and the yaw angle, at.. The sensitivity to the 
roll and pitch angles, a: and or,, and the shape param- 
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Fig.'36. Results of the alignment of the individual SSVD 
modules using tracks: The distributions show the changes in 
the constants relative to those obtained from the X-ray sur- 
vey, (a) the transverse offset ~x, (b) the radial offset ~y, and 

(c) the angular offset ~a~. 

eters bow and twist was marginal and reflected the fact 
that the track measurements were not very sensitive to 
the small displacements described by these variables. 
Thus, they were not included as free parameters in the 
alignment fit, except as a cross check to assure that the 
values obtained from the X-ray measurements were 
adequate. In total, 105 alignment constants for 35 
modules were determined from a fit to the selected 
tracks. Corrections for global motions as monitored by 
the CDM system were applied but had little effect on 
the results. 

The results of the realignment of the individual 
detectors are given in fig. 36 in terms of the change in 
the alignment parameters relative to the X-ray survey 
performed about a year earlier. In the comparison of 
the two sets of alignment constants, global rotations 
and translations have been removed. Also removed 

were shifts in a:. common to the detectors in each half 
of the support structure, namely -0 .76 mrad for the 
top, and -0.36 mrad for the bottom. These shifts 
represent twists of the half cylinders, similar to those 
observed during the X-ray alignment (see section 7.3). 
Uncertainties in the fits are estimated to be typically 5 
I~m for the transverse offsets, 25 I~m for the radial 
offsets, and 0.1 mrad for the yaw angle. The rms of the 
changes is 13 ~m in the transverse and 78 lxm in the 
radial direction. The rms of the angular changes is 0.12 
mrad. The corresponding maximum changes are 40 
I~m, 250 ixm, and 0.5 mrad. The sensitivity of the 
alignment fit to statistical fluctuations and systematic 
errors was studied in detail by subdividing the data 
sample into various subsamples. No significant effects 
were found. 

It is obvious from the data in fig. 36 that for many 
modules the measured offsets in one or more parame- 
ters exceed the fit errors by substantial factors. There 
is no discernable pattern in the data and nothing 
points to a simple explanation for the cause of these 
changes, although systematic errors in the X-ray survey 
cannot be ruled out with complete certainty. As was 
pointed out earlier, there is evidence from the optical 
and X-ray alignment data that individual modules did 
not maintain their position to the desired level of a few 
la.m. Thus they may have moved, perhaps during the 
testing that occurred prior to installation, during the 
installation on the vacuum pipe, during a series of 
earthquakes, or during subsequent temperature 
changes. However, there is no evidence for any signifi- 
cant instability over the period during which the data 
were recorded. 

Given that each silicon module overlaps in azimuth 
with two modules in each of the other two layers, one 
would naively expect that the alignment procedure 
strictly constrained the relative positions of modules in 
different layers. This would indeed be the case, if the 
track angles (measured relative to the normal on the 
detector plane) were large or if the transverse offsets, 
Ax, were the only alignment parameters that were free 
to vary in the fit. As illustrated in fig. 37, the position 
of module A is coupled to that of module B which in 
turn is coupled to module C, etc. If one also allows the 
radial offsets, A y, to vary the situation changes signifi- 
cantly. The parameters for module C are now coupled 
to a iinear combination of the transverse and radial 
offsets of module B. As a result, the placement of 
module C becomes largely decoupled from module A. 
For tracks of nearly perpendicular incidence, module B 
can move radially without affecting the position of hits 
on the tracks passing through module A. For modules 
in different layers that overlap in azimuth, the correla- 
tion coefficients for the offsets Ax have typical values 
of 0.6, whereas for adjacent modules in the same layer 
the correlations are surprisingly weak, less than 0.1. 
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Fig. 37. Illustration of the constraints applied in the determi- 
nation of the relative alignment of the SSVD modules from 
two tracks (thin solid lines) (a) for transverse displacement 
and (b) for both transverse and radial displacements of the 
detector modules (thick solid lines). The broken lines indicate 
the changes in the track direction for the displacements of the 

modules indicated by the arrows. 

9.4. h~trinsic resoh+tion 
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Fig. 38. Mean of the variable a as a function of azimuthal 
angle (a) before and (b) after the improvement of the local 
alignment constants. Each point corresponds to a different set 
of three overlapping detector modules. The first three points 

are missing because of the broken module in layer II!. 

With satisfactory internal alignment, the intrinsic 
position resolution of the silicon detectors can be de- 
rived from the measurement of the residuals of tracks 
with hits in all three layers of the SSVD. For this 
measurement, the tracks are defined by the measured 
positions in layer I and III, and the variable .4 is 
calculated as the signed distance of the measured point 
in layer II from the track, taking into account the track 
curvature and z position. A differs only slightly from 
the variable A5 used in the alignment fits. 

The improvement in the internal alignment of the 
SSVD is illustrated in fig. 38 which shows the mean 
value of A as a function of azimuthal position before 
and after the change in the constants. For most of the 
modules, the average A is centered about zero, as 
expected from the alignment fits. The widths of the A 
distributions can be used to measure the intrinsic posi- 
tion resolutions of silicon detectors. Fig. 39 shows the 
distribution of a for tracks with momenta greater than 
1 GeV/c .  A fit to a Gaussian distribution results in a 
standard deviation of 8.7 lxm, corresponding to an 
average position resolution per layer of o -=  
8.7/vr3--/2 = 7.1 ~m. This measurement is averaged 
over the three layers with strip pitches ranging from 25 
to 33 ~m, and tracks of non-normal incidence. It also 
includes measurement errors due to background hits 

overlapping with charged tracks. A Monte Carlo simu- 
lation reproduces the data very well. It is based on 
average point resolutions of 5, 6 and 7 gm in layers I, 
II, and III, respectively. Beam-related backgrounds 
effectively add 3 ~m in quadrature to the resolution, 
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Fig. 39. Distribution of the variable A for tracks with mo- 
menta greater than ! GeV/c. The data are compared to a 

Monte Carlo simulation (smooth curve). 
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while the uncertainties in the alignment constants add 
2.5 txm. 

9,5, btlpat't parameter measlo~t'metlt 

The impact parameter is widely used to differenti- 
ate tracks that originate from different vertices in an 
event, It is particularly useful for relativistic particles 
because its average magnitude is proportional to the 
lifetime of the decaying particle and is nearly indepen- 
dent of its momentum, For this analysis, the impact 
parameter of a charged particle track was defined in 
the x-y plane as the signed distance of closest ap- 
proach to the interaction point (IP) of the beam parti- 
cles. The impact parameter is positive if the intersec- 
tion of the track with the reconstructed trajectory of 
the decaying particle corresponds to a positive decay 
length; it is negative otherwise. The IP is a priori not 
known, but can be estimated either event by event or 
as the average vertex for several events recorded se- 
quentially [39]. 

9.5. i. Reconstruction o f  the h~teraction pobu 
In computing the average IP in the x-y  plane, 

information from the SLC beam steering magnets was 
used to detect and correct for beam motion. For this 
purpose, the events were divided into six groups for 
which the IP position appeared relatively stable. For 
each group, the track positions were corrected event by 
event for beam motion predicted by the steering mag- 
nets, and a fit was done to determine a common vertex 
for all tracks. Although some of the tracks originated 
from secondary vertices duc to particle decays or inter- 
actions, they had little effect on the average IP position 
because of the large number of tracks used in the fit. 
The SLC beam envelope had a typical rms width of 
less than 5 la.m in both x and y, but the beam moved 
by much larger distances over the course of several 
hours. With rates of several hundred Z ° per hour, the 
average vertex position could have given a very good 
estimate of the IP, only limited by the ability to moni- 
tor the beam position with time. However, during this 
run, time intervals between individual events were long 
and changes in the accelerator operating parameters 
were made continuously. Consequently, for this data 
sample, the uncertainty in the IP position was rela- 
tively large; it was dominated by beam motion and 
estimated to be of the order of 25 ~m m both x and y. 

To obtain an event-by-event estimate of the IP, the 
four tracks with the smallest distances of closest ap- 
proach (DCA) to the average IP position in the x-y  
plane were selected. Of these four tracks, the subset of 
three tracks with the smallest DCAs and a vertex fit 
with a k ,2 probability greater than 1% was taken as the 
initial estimate for the IP position. Other tracks were 
added to this vertex, as long as the X 2 probability of 

the vertex fit remained larger than !%. This procedure 
was chosen so that tracks that did not originate from 
the beam-beam interaction point hut from secondary 
interactions or decays did not strongly influence the 
determination of the primary vertex. The error in the 
vertex position was derived from the covariance matri- 
ces of the individual tracks. The resulting error ellipse 
for the event was usually aligned with the jet axis. The 
longitudinal error varied typically from 30 to 60 ~m, 
while the error transverse to this axis varied from 5 to 
15 p,m. Due to the effects of poorly reconstructed 
tracks and secondary decay vertices, the actual uncer- 
tainties in the vertex position, as determined from a 
Monte Carlo simulation, were about a factor of two 
larger. 

For the available data sample, a comparison be- 
tween the average vertex position and the single event 
vertices sht~wed that both methods of vertex finding 
lead to comparable uncertainties. The distribution of 
the differences between the average IP position and 
the single event vertex for events with at least seven 
selected tracks has an rms width of 29 ~m, measured 
in the direction transverse to the jet axis. This width is 
much larger than the beam size (typically 5 lxm), and 
also larger than the measurement error (roughly 18 
i~m) for the event by event vertex. It can be explained 
by an additional contribution to the uncertainty in the 
average vertex, attributed to motion of the beam with a 
rms width of 25 I~m in both x and y. This is consistent 
with other measurements of the variation of the beam 
position, even after corrections based on steering mag- 
net changes arc made. 

9.5.2. hnpact parameter resohaion 
As a rough approximation, the impact parameter 

resolution is often written as a sum of two terms that 
are to be added in quadrature: a term that is largely 
momentum independent, and a second term due to 
multiple Coulomb scattering. The size of both terms 
depends on which of the three layers in the SSVD 
contribute to the measurement. The multiple scatter- 
ing term was estimated to be of the order of 40-45 ~m 
for tracks of 1 G e V / c  momentum and two or more 
measurements in the SSVD. The first term can be 
thought of as a sum of several contributions. Their 
relative size has been estimated on the basis of the 
data and Monte Carlo simulations: 

l) A geometric error that is dependent only on the 
intrinsic position resolution and geometry of the detec- 
tor. Based on the measured position resolution in the 
silicon detector, this term is expected to be of the 
order of 7 ~m for isolated tracks. 

2) A term due to the effect of background hits on 
the position resolution that is estimated to contribute 
as much as l0 ~,m. 
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Fig. 40. The impact parameter measurement relative to the 
single-event vertex, for tracks with transve~e momenta above 
3.5 GeV/c.  The points represent the measured tracks, the 
histogram shows the results of a detailed Monte Carlo simula- 

tion. 

3) An error  of about 15 p.m due to the uncertainty 
in the relative placement of the individual detectors, 
which is dominated by the limited statistics of the data 
set. 

4) An uncertainty of 20-25 p.m in the position of 
the IP. 
The error contributions listed above should be taken as 
estimates to illustrate the average relative size of the 
different effects. Not included in thc list, nor in the 
standard Monte Carlo simulations, are uncertainties in 
the position and angular measurements in the outer 
tracking chambers, including the errors in their relative 
alignment and stability. 

In fig. 40 thc distribution of impact parameters 
measured relative to the event-by-event vertex is pre- 
sented for tracks with momenta of more than 3.5 
G e V / c .  For the measurement of a given track in this 
plot, the track was removed from the determination of 
the vertex position and error. This procedure elimi- 
nated any bias in the impact parameter  measurement, 
at the cost of an increased error. Under the assump- 
tion that all tracks in these hadronic events originated 
from a common vertex, this distribution measures the 
experimental resolution in the impact parameter. The 
measured distribution has a large peak in the center 
and sizable tails, both for positive and negative values. 
There is a small excess of particles in the positive tail, 
and this is attributed to the presence of tracks originat- 
ing from secondary vertices. These tracks will not be 
discussed here, though they are of great interest to 
physics analyses [40]. A fit of the central peak to a 
Gaussian resolution function reproduces the data well 
and results in an rms width of 31 p,m. Not included in 
fig. 40 is a small sample of Z ° decays to pairs of 
charged leptons that can be used to measure the im- 
pact parameter  resolution independent  of the IP posi- 

tion. in these events, the distribution of the transverse 
miss distance of the two high momentum tracks near 
the IP has an rms width that translates to a measure of 
the impact parameter  resolution, namely o" h = (35 _+ 7} 
l, tm/v~2 =(25 + 5 )  Ixm. This measurement not only 
eliminates the uncertainty in the interaction point, but 
it is also free of tracking errors caused by signals from 
nearby charged tracks in the event. 

Comparisons between the data and Monte Carlo 
simulations were performed over the complete momen- 
tum spectrum. By taking into account the detector 
geometry, resolution, and efficiency as well as effects 
of multiple scattering, beam background and alignment 
errors fairly good agreement was achieved, thot~gh the 
width of the Gaussian core and the tails of the impact 
parameter distribution were somewhat smaller than for 
the data. To improve the comparison for low momen- 
tum tracks, the multiple scattering was enhanced by 
increasing the material in the vacuum pipe and the 
detectors by 10% in the simulation. This change was 
not unreasonable, given the uncertainty in the treat- 
ment of the scattering and the composition of the 
detector elements. To account for remaining differ- 
ences between the data and the Monte Carlo, primarily 
the size of the tail at negative values of the impact 
parameter, a Gaussian error with a width of 75 i~m was 
added to 15% of the simulated tracks, selected at 
random. Thc source of this additional error is not fully 
understood. It probably accounts for underestimates of 
uncertainties in the tracking and vertexing due to sys- 
tematic effects that are not included in the simulation. 
For instance, there are clear indications that, indepen- 
dent of the SSVD, the track errors in the drift cham- 
bers were larger and less uniform than assumed. The 
improved Monte Carlo distribution is shown in fig. 40 
and agrees well with the data, both for the peak and 
the tails. 

The variance of the impact parameter  distributions, 
obtained from fits of the core of the distributions to 
Gaussian resolution functions, are shown in fig. 41a as 
a function of K 2, where K = 1/(p.~;~/cos A ). The data, 
averaged over all tracks, are shown together with the 
results of detailed Monte Carlo simulations, including 
the increased tracking errors for a random subsample 
of the tracks. With these adjustments of the Monte 

a~,tm:veu over the "'- ' :-" t, arto, good agreement is ~-~"~- " ~ . , l t l t X l ~  

momentum range. For comparison, fig. 41b shows the 
calculated resolution for different combinations of hits 
in the SSVD. The calculation assumes perfect track 
reconstruction and no uncertainty in the position of 
the IP. As expected, tracks with hits in the first and 
third SSVD layer (or all three layersj have the best 
resolution. Tracks with only one associated hit in the 
SSVD are more sensitive to the resolution in the VDC, 
and thus their resolution varies due to the cell struc- 
ture of the VDC. At the highest momenta,  the position 
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Fig. 41. Measured and calculated resolution in the transverse 
impact parameter as a function of K 2, where K = I /  
(p~,Vf~-~): (a) the measured resolution for the data sample 
and Monte Carlo simulated tracks, as described in the text; 
(b) the calculated resolution assuming perfect track recon- 
struction and no uncertainty in the IP position. The different 
lines correspond to different combinations of SSVD hits asso- 
ciated with tracks. For single hit tracks, the grey regions 
represent the variations due to changes in the VDC resolution 

across the cells. 

resolution of the silicon strip detector is most impor- 
tant and it is combined with the excellent measurement 
of the track angle ~b in the wire chambers. As the track 
momentum decreases, increased multiple scattering in 
the SSVD and the drift chamber walls degrades the 
angle measurement in the wire chambers. Thus for 
lower momenta, the angular information from the 
SSVD become- more ir,'portant and multiple SSVD 
hits per track improve the resolution compared to 
tracks with a single SSVD hit. 

The difference between the best calculated resolu- 
tion (which is also shown in fig. 1) and the data in the 
top half of fig. 41 illustrates the combined effect of all 
the sources of additional errors that contribute to the 
measurement of the track impact parameters in 
hadronic Z ° decays. 

1 0 .  S u m m a r y  a n d  c o n c l u s i o n s  

A silicon strip detector composed of 36 detector 
modules with VLSI readout has been successfully de- 
signed, built, and operated as a precision vertex detec- 

tor in the Mark II experiment at the SLC. While the 
assembly represented a major challenge at all stages, 
the completed device performed well and largely as 
designed: 

!) Of the 18396 electronics readout channels only a 
small fraction, less than 1.6%, failed because of detec- 
tor defects or malfunctioning amplifier or readout cir- 
cuits. The most severe loss was caused by two cables 
that were broken, one during installation into the 
SSVD, the other while the Mark II endcaps were being 
closed. 

2) The system was very reliable and stable during 
the eleven months of operation at the Stanford Linear 
Collider. There were occasional large shifts in the 
pedestals of individual detector modules, and there 
was some evidence that these shifts were correlated 
with instantaneous beam losses. 

3) The detectors were highly efficient for the detec- 
tion of charged particles. The observed signal-to-noise 
ratio was approximately 18" 1. 

4) The position resolution, averaged over tracks in 
three layers with strip pitches between 25 and 33 I~m 
and including tracks of non-normal incidence, was 
measured to be 7.1 I~m. This measurement also in- 
cluded the effect of background hits overlapping with 
tracks. 

5) A substantial effort went into the survey of the 
relative placement of the individual detector modules 
prior to installation on the beam pipe. Though both 
techniques succeeded in determining the placement 
and shape of the detectors at the time of measurement 
to the level of a few I~m in position, and better than 
0.03 mrad in angle, it was necessary to repeat and 
update the survey using charged particle tracks from 
the beam. The error in the relative placement of the 
detector modules was limited by the number of tracks 
available, and by the uncertainties in the position and 
angular measurements in the outer tracking chambers, 
including errors in their relative position and stability. 

6) A system of capacitive displacement monitors 
was installed to track motion of the SSVD relative to 
the vertex drift chamber. It performed well and proved 
very useful in signaling major disturbances in the SSVD 
position. 

7) The resolution in the impact parameter was not 
primarily determined by the intrinsic resolution in the 
SSVD, but it was strongly influenced by the uncer- 
tainty in the vertex position, multiple scattering in the 
beam pipe and the detectors, the uncertainty in the 
alignment and the errors in the track measurement in 
the surrounding tracking chambers. The resolution was 
dependent on the number of measurements in the 
SSVD, and the density of tracks and background hits. 
The resolution can be fairly well reproduced by a 
detailed Monte Carlo simulation of the track and ver- 
tex reconstruction. Differences can be accounted for by 
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the addition of an error distribution with an rms width 
of 75 Ixm to 15% of the tracks. 

The SSVD performed well at the SLC. Its efficiency 
and intrinsic resolution are well understood. Thc over- 
all impact parameter resolution could have bccn sub- 
stantially better,  had it not been for the limited statis- 
tics, the relatively large fluctuations in the beam posi- 
tion, and the substantial beam related background in 
the detector during this first operation at the SLC, a 
machine of novel design. Nevertheless, based on this 
vertex detector system, a technique has been devel- 
oped and sucessfully applied to select a clean sample 

m 

of hadronic bb events with high efficiency and to 
measure the coupling of the Z () to beauty quarks [40]. 

With much larger statistics, the errors in the align- 
ment and the position of the IP could possibly be 
reduced to the level where the monitoring accuracy 
becomes the limiting factor. In future designs, the 
dependence of the alignment accuracy and the impact 
parameter  measurement on the position and angle 
measurement  in the outer tracking chambers could be 
minimized in a silicon vertex detector with much larger 
spacing of the layers. Similarly, a detector with small 
overlaps rather  than gaps between modules in a given 
layer is expected to achieve a bet ter  and more uniform 
resolution for tracks at all angles. 
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